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In the secretary problem of Cayley (1875) and Moser (1956), $n$ non-negative, independent, random variables
with common distribution are sequentially presented to a decision maker who decides when to stop and
collect the most recent realization. The goal is to maximize the expected value of the collected element.
In the $k$-choice variant, the decision maker is allowed to make $k \leq n$ selections to maximize the expected
total value of the selected elements. Assuming that the values are drawn from a known distribution with
finite support, we prove that the best regret—the expected gap between the optimal online policy and its
offline counterpart in which all $n$ values are made visible at time 0—is uniformly bounded in the number of
candidates $n$ and the budget $k$. Our proof is constructive: we develop an adaptive Budget-Ratio policy that
achieves this performance. The policy selects or skips values depending on where the ratio of the residual
budget to the remaining time stands relative to multiple thresholds that correspond to middle points of the
distribution. We also prove that being adaptive is crucial: in general, the minimal regret among non-adaptive
policies grows like the square root of $n$. The difference is the value of adaptiveness.
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1. Introduction

In the classic formulation of the secretary problem a decision maker (referred to as “she”) is
sequentially presented with $n$ non-negative, independent, values representing the ability of potential
candidates and must select one candidate (referred to as “he”). Every time a new candidate is
inspected and his ability is revealed, the decision maker must decide whether to reject or select the
candidate, and her decision is irrevocable. If the candidate is selected, then the problem ends; if
the candidate is rejected, then he cannot be recalled at a later time. The decision maker knows the
number of candidates $n$, the distribution of the ability values in the population, and her objective
is to maximize the probability of selecting the most able candidate. For any given $n$ the problem
can be solved by dynamic programming, but there is an asymptotically optimal heuristic that is
remarkably elegant. The decision maker observes the abilities of the first \( n/e \) candidates and selects the first candidate whose ability exceeds that of the current best candidate; or the last candidate if no such candidate exists (see, e.g., Lindley 1961, Chow et al. 1964, Gilbert and Mosteller 1966, Louchard and Bruss 2016).

Several variations of this simple model have been introduced in the literature, and we refer to Freeman (1983) and Ferguson (1989) for a survey of extensions and references. Relevant to us is the formulation in which the decision maker seeks to maximize the expected ability of the selected candidate, rather than maximizing the probability of selecting the best. This problem was first considered by Cayley (1875) and Moser (1956), and it is a special case of the \( k \)-choice (multi-secretary) problem we study here. In our formulation:

- candidate abilities are independent, identically distributed, and supported on a finite set;
- the decision maker is allowed to select up to \( k \) candidates (\( k \) is the recruiting budget); and
- the decision maker’s goal is to maximize the expected total ability of the selected candidates.

This multi-secretary problem has applications in revenue management and auctions, among others. In the standard capacity-allocation revenue management problem a firm sells \( k \) items (e.g. airplane seats) to \( n \) customers from a discrete set of fare classes over a finite horizon and wishes to allocate the seats in the best possible way (see, e.g., Kleywegt and Papastavrou 1998, Talluri and van Ryzin 2004). In auctions, the decision maker observes arriving bids and must decide whether to allocate one of the available \( k \) items to an arriving customer (see, e.g., Kleinberg 2005, Babaioff et al. 2007).

The performance of any online algorithm for this \( k \)-choice secretary problem is bounded above by the offline (or posterior) sort: the decision maker waits until all the ability values are presented, sorts them, and then picks the largest \( k \) values. As such, we define the regret of an online selection algorithm as the expected gap in performance between the online decision and the offline solution, and we prove that the optimal online algorithm has a regret that is bounded uniformly over \( p_n,k,q \).

The constant bound depends only on the maximal element of the support and on the minimal mass value of the ability distribution.

Our proof is constructive: we devise an adaptive policy—the Budget-Ratio (BR) policy—that achieves bounded regret. The policy is adaptive in the sense that the actions are adjusted based on the remaining number of candidates to be inspected and on the residual budget. The proof that the BR policy achieves bounded regret is based on an interesting drift argument for the BR process that tracks the ratio between the residual budget and the remaining number of candidates to be inspected. Under our policy, BR sample paths are attracted to and then remain pegged to a certain value; see in Figure 4 in Section 4. Drift arguments are typical in the study of stability of queues (see, e.g., Bramson et al. 2008), but the proof here is somewhat subtle: the drift is strong early in the horizon but it weakens as the remaining number of steps decreases. Since “wrong”
decisions early in the horizon are more detrimental, this diminishing strength does not compromise the regret. This result shows, in particular, that the budget ratio is a sufficient state descriptor for the development of near-optimal policies. In other words, while there are pairs of \((\text{residual budget}, \text{remaining number of candidates})\) that share the same ratio, the same BR decisions, but different optimal actions, these different decisions have little effect on the total expected reward.

We also show that adaptivity is key. While non-adaptive policies could have temporal variation in actions (and hence could have different actions towards the end of the horizon) this variation is not enough: the regret of non-adaptive policies is, in general, of the order of \(\sqrt{n}\). Specifically, non-adaptive policies tend to be too greedy and run out of budget too soon. Non-adaptive policies introduce independence between decisions and, consequently, “too much” variance into the speed at which the recruiting budget is consumed.

Closely related to our work is the paper \cite{WuWangZhang2015} that offers an elegant adaptive index policy that we re-visit in Section 4.1. Under this policy, the ratio of remaining budget to remaining number of steps is a martingale. When the initial ratio of budget to horizon, \(k/n\), is safely far from the jumps of the discrete distribution, this martingale property guarantees a bounded regret. In general, however, it is precisely the martingale symmetry that increases the regret. In their proof, \cite{WuWangZhang2015} show that their policy achieves, up to a constant, a deterministic-relaxation upper bound. This upper bound is not generally achievable and we must, instead, use the stochastic offline sort as a benchmark. The detailed analysis of the offline sort gives rise to sufficient conditions that, when satisfied by an online policy, guarantee uniformly bounded regret.

\textbf{Notation.} We use \(\mathbb{Z}_+\) to denote the non-negative integers and \(\mathbb{R}_+\) to denote the non-negative reals. For \(j \in \{1, 2, \ldots\}\), we use \([j]\) to denote the set of integers \(\{1, \ldots, j\}\) and we set \([j] = \emptyset\) otherwise. Given the real numbers \(x, y, z\), we set \((x)_+ = \max\{0, x\}\), \(x \wedge y = \min\{x, y\}\), and we write \(y = x \pm z\) to mean that \(|y - x| \leq z\). Throughout, to simplify notation, we use \(M = M(x, y, z)\) to denote a Hardy-style constant dependent on \(x, y, \text{and} \ z\) that may change from one line to the next.

2. The multi-secretary problem

A decision maker is sequentially presented with \(n\) candidates with abilities \(X_1, X_2, \ldots, X_n\), and, given a recruiting budget equal to \(k\), can select up to \(k\) candidates to maximize the total expected ability of those selected up to and including time \(n\). Of course, there is nothing to study if \(k > n\): the decision maker can take all candidates, so it suffices to consider pairs \((n, k)\) that belong to the lattice triangle

\[
\mathcal{T} = \{(n, k) \in \mathbb{Z}_+^2 : 0 \leq k \leq n\}.
\]

The abilities \(X_1, X_2, \ldots, X_n\) are assumed to be independent across candidates and drawn from a common cumulative distribution function \(F\) supported on a finite set \(\mathcal{A} = \{a_m, a_{m-1}, \ldots, a_1 : 0 < a_m \leq a_{m-1} \leq \ldots \leq a_1\}\).
\( a_m < a_{m-1} < \cdots < a_1 \) of distinct real numbers. We denote by \((f_m, f_{m-1}, \ldots, f_1)\) the probability mass function with \(f_j = \mathbb{P}(X_1 = a_j)\) for all \(j \in [m]\), and we let \(F\) be the cumulative distribution function (so that \(f_m = F(a_m) < F(a_{m-1}) < \ldots < F(a_1) = 1\) and \(\bar{F} = 1 - F\) be the survival function. Also, for future reference we choose a value \(a_{m+1} < a_m\) with \(f_{m+1} = 0\) so that \(F(a_{m+1}) = 0\) and \(\bar{F}(a_{m+1}) = 1\).

The selection process unfolds as follows: suppose that at time \(t \in [n]\) the residual recruiting budget is \(\kappa\) and that the sum of the abilities of the selected candidates up to and including time \(t - 1\) is \(w\). If the candidate inspected (or “interviewed”) at time \(t\) has ability \(X_t = a\), then the decision maker may select the candidate—increasing the cumulative ability to \(w + a\) and reducing the residual budget to \(\kappa - 1\)—or to reject the candidate—leaving the accrued ability at \(w\) and the remaining budget at \(\kappa\).

A policy is feasible if the number of selected candidates does not exceed the recruiting budget \(k\). It is online if the decision with regards to the \(tth\) candidate is based only on its ability, the abilities of prior candidates, and the history of the (possibly randomized) decisions up to time \(t\). All decisions are final: if the candidate interviewed at time \(t\) is rejected, it is forever lost. Vice versa, if the \(tth\) candidate is selected at time \(t\), then that decision cannot be revoked at a later time.

Given a sequence \(U_1, U_2, \ldots, U_n\) of independent random variables with the uniform distribution on \([0,1]\) that is also independent of \(\{X_1, X_2, \ldots, X_n\}\), we let \(\mathcal{F}_0\) denote the trivial \(\sigma\)-field and, for \(t \in [n]\), we set \(\mathcal{F}_t = \sigma\{X_1, U_1, X_2, U_2, \ldots, X_t, U_t\}\) be the \(\sigma\)-field generated by the random variables \(\{X_1, U_1, X_2, U_2, \ldots, X_t, U_t\}\). An online policy \(\pi\) is a sequence of \(\{\mathcal{F}_t : t \in [n]\}\)-adapted binary random variables \(\sigma_1^\pi, \sigma_2^\pi, \ldots, \sigma_n^\pi\) where \(\sigma_t^\pi = 1\) means that the candidate with ability \(X_t\) is selected. Since the uniform random variables \(U_1, U_2, \ldots, U_t\) are included in \(\mathcal{F}_t\), then the time-\(t\) decision, \(\sigma_t^\pi\), can be randomized. A feasible online policy requires that the number of selected candidates does not exceed the recruiting budget, i.e., that \(\sum_{t \in [n]} \sigma_t^\pi \leq k\), so

\[
\Pi(n, k) = \left\{ (\sigma_1^\pi, \sigma_2^\pi, \ldots, \sigma_n^\pi) \in \{0,1\}^n : \sigma_t^\pi \in \mathcal{F}_t \text{ for all } t \in [n] \text{ and } \sum_{t \in [n]} \sigma_t^\pi \leq k \right\},
\]

is then the set of all feasible online policies. For \(\pi \in \Pi(n, k)\), we let \(W_0^\pi, W_1^\pi, \ldots, W_n^\pi\) be the sequence of random variables that track the accumulated ability: we set \(W_0^\pi = 0\), and for \(r \in [n]\) we let

\[
W_r^\pi = \sum_{t \in [r]} X_t \sigma_t^\pi = W_{r-1}^\pi + X_r \sigma_r^\pi.
\]

The expected ability accrued at time \(n\) by policy \(\pi\) is then given by

\[
V_{\text{on}}^\pi(n, k) = \mathbb{E}[W_n^\pi] = \mathbb{E} \left[ \sum_{t \in [n]} X_t \sigma_t^\pi \right].
\]
For each \((n, k) \in \mathcal{T}\), the goal of the decision maker is to maximize the expected value:

\[
V^*_\text{on}(n, k) = \max_{\pi \in \Pi(n, k)} V^\pi_{\text{on}}(n, k).
\]

For completeness, we include in Appendix C an analysis of the dynamic program. The analysis of the Bellman equation confirms an intuitive property of “good” solutions: the optimal action should only depend on the remaining number of steps and the remaining budget and not on the current level of accrued ability. It also allows for a comparison of the Budget-Ratio policy we propose in Section 4 with the optimal policy.

Non-adaptive policies are an interesting subset of feasible online policies. If the residual recruiting budget at time \(t\) is positive, then a non-adaptive policy selects the arriving candidate with ability \(X_t = a_j\) with probability \(p_{j,t} \in [0, 1]\) independently of all the previous actions. The probabilities \(p_{j,t}\) are determined in advance: they can vary from one period to the next, but this variation is not adapted in response to the previous selection/rejection decisions. A more complete description of non-adaptive policies appears in Section 5. We let \(\Pi_{\text{na}} \subseteq \Pi(n, k)\) be the family of non-adaptive policies and define

\[
V^*_{\text{na}}(n, k) = \sup_{\pi \in \Pi_{\text{na}}} V^\pi_{\text{on}}(n, k)
\]

to be the optimal performance among these.

No feasible online policy—adapted or not—can do better than the offline, full-information, counterpart in which all values are presented in advance. The expected ability accrued at time \(n\) by the offline problem is given by

\[
V^\pi_{\text{off}}(n, k) = \mathbb{E} \left[ \max_{\sigma_1, \ldots, \sigma_n} \left\{ \sum_{t=1}^{n} X_t \sigma_t : (\sigma_1, \ldots, \sigma_n) \in \{0, 1\}^n \text{ and } \sum_{t=1}^{n} \sigma_t \leq k \right\} \right].
\]

Since the offline solution selects the best \(k\) candidates for each realization of \(X_1, \ldots, X_n\), we have that

\[
V^\pi_{\text{on}}(n, k) \leq V^*_\text{off}(n, k), \text{ for all } (n, k) \in \mathcal{T} \text{ and all } \pi \in \Pi(n, k).
\]

We use the value of the offline problem as a benchmark. The optimal online policy trivially achieves the offline benchmark if \(k = 0\) or \(k = n\). The main results of this paper (Theorem 3 and Corollary 1) are gathered in the following theorem.

**Theorem 1 (The regret of online feasible policies).** Let \(\epsilon = \frac{1}{2} \min\{f_m, f_{m-1}, \ldots, f_1\}\). Then there exists a policy \(br \in \Pi(n, k)\) and a constant \(M = M(\epsilon)\) such that

\[
V^*_{\text{on}}(n, k) - V^*_\text{off}(n, k) \leq V^*_{\text{off}}(n, k) - V^*_{\text{on}}(n, k) \leq a_1 M \quad \text{for all } (n, k) \in \mathcal{T}.
\]

Furthermore, if \((f_1 + \epsilon)n \leq (1 - f_m - \epsilon)n\), then an optimal non-adaptive policy has regret that grows like \(\sqrt{n}\). Specifically, there is a constant \(M = M(\epsilon, m, a_1, \ldots, a_m)\) such that

\[
M \sqrt{n} \leq V^*_{\text{off}}(n, k) - V^*_{\text{na}}(n, k).
\]
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Figure 1 Dynamic-programming and Budget-Ratio regrets in Kleinberg’s example

Notes. Kleinberg’s example on \( A = \{1, 2, 3\} \) and probability mass function \((\frac{1}{2} + 2\epsilon, 2\epsilon, \frac{1}{2} - 4\epsilon)\). On the left, we see that the regret grows linearly with \( \frac{1}{\epsilon} \) (as \( n \epsilon \rightarrow [1/\epsilon^2] \)). On the right, we take \( \epsilon = 0.01 \) and \( n = 10,000 \) and note that the regret of both the dynamic-programming and the Budget-Ratio policies is maximized at \( k = 4,700 \), which corresponds to the threshold \( T_2 = \frac{1}{2}(\bar{F}(a_2) + \bar{F}(a_3)) = 0.47 \) which will be key in our Budget-Ratio policy for this setting.

We conclude this section with a discussion of the dependence of the regret on the minimal mass \( 2\epsilon = \min\{f_m, \ldots, f_1\} \). The following lemma shows that, in general, the regret of the optimal policy grows with \( \epsilon \). The example was provided to us by Kleinberg (2017). The proof is in Appendix A.

**Lemma 1 (Regret lower bound in Kleinberg’s example).** Consider the three-point distribution on \( A = \{a_3, a_2, a_1\} \) with probability mass function \((\frac{1}{2} + 2\epsilon, 2\epsilon, \frac{1}{2} - 4\epsilon)\) and let \( n_\epsilon = \lfloor \frac{1}{2\epsilon} \rfloor \) and \( k_\epsilon = \lfloor n_\epsilon/2 \rfloor \). Then, there exists a constant \( \Gamma > 0 \) such that

\[
\frac{\Gamma}{\epsilon} \leq V^*(n_\epsilon, k_\epsilon) - V^*_\text{off}(n_\epsilon, k_\epsilon) \leq V^*_\text{off}(n_\epsilon, k_\epsilon) - V^*_\text{on}(n_\epsilon, k_\epsilon).
\]

Thus, we also have that

\[
\frac{\Gamma}{\epsilon} \leq \sup_{(n,k) \in T} \{ V^*_\text{off}(n,k) - V^*_\text{on}(n,k) \} \leq \sup_{(n,k) \in T} \{ V^*_\text{off}(n,k) - V^*_\text{br}(n,k) \}.
\]

Thus, one cannot generally expect a bound that does not depend on the minimal mass. Figure 1 shows that in this case too, the Budget-Ratio policy we develop in this paper performs remarkably well relative to the optimal. It is just that, as \( \epsilon \) shrinks, the regret of both grows linearly with \( 1/\epsilon \).

**Remark 1 (On the regret with uniform random permutations).** We note here that there are regret upper bounds for a version of this multi-secretary problem in which the values are given by a uniform random permutation of the integers \([n]\) instead of being from a random sample. Within the uniform random permutation framework, Kleinberg (2005) proves that the minimal regret in this setting is of the order of \( \sqrt{k} \) and provides an algorithm that achieves this lower bound.
3. The offline problem

Denoting by \( Z_{r}^{r} = \sum_{t \in [r]} 1(X_t = a_j) \) the number of candidates with ability \( a_j \) inspected up to and including time \( r \), the offline optimization problem has the compact representation

\[
V_{\text{off}}^{*}(n, k) = \mathbb{E}\left[ \varphi(Z_{1}^{n}, \ldots, Z_{m}^{n}, k) \right],
\]

where, for \((z_{1}, \ldots, z_{m}) \in \mathbb{Z}_{+}^{m}\) and \( k \in \mathbb{Z}_{+}\),

\[
\varphi(z_{1}, \ldots, z_{m}, k) = \max_{s_{1}, \ldots, s_{m}} \sum_{j \in [m]} a_{j}s_{j} \quad \text{s.t.} \quad 0 \leq s_{j} \leq z_{j} \text{ for all } j \in [m] \quad \sum_{j \in [m]} s_{j} \leq k.
\]

For a given realization of \( Z_{1}^{n}, \ldots, Z_{m}^{n} \), the (trivial) optimal solution is to sort the values and select the \( k \) candidates with the largest abilities. That is, one selects \( S_{n,1}^{*} = \min_{t \in [n]} Z_{t}^{n} \) candidates with ability \( a_{1} \). Then, if there is any recruiting budget left, one selects candidates with ability \( a_{2} \) until either selecting all of them or exhausting the remaining budget of \( k - Z_{1}^{n} \), i.e. one selects \( S_{n,2}^{*} = \min\{Z_{2}^{n}, (k - Z_{1}^{n})_{+}\} \) candidates with ability \( a_{2} \). In general, the offline number of selected \( a_{j} \)-candidates is given by

\[
S_{n,j}^{*} = \min\{Z_{j}^{n}, (k - \sum_{i=j-1}^{m} Z_{i}^{n})_{+}\} \quad \text{for each } j \in [m],
\]

so that

\[
V_{\text{off}}^{*}(n, k) = \sum_{j \in [m]} a_{j}\mathbb{E}\left[ S_{n,j}^{*} \right] = \sum_{j \in [m]} a_{j}\mathbb{E}\left[ \min\{Z_{j}^{n}, (k - \sum_{i=j-1}^{m} Z_{i}^{n})_{+}\} \right].
\]

The offline solution (3) has the appealing property that—up to deviations that are constant in expectation—all the action is within two ability levels. That is, depending on the ratio \( k/n \), there is an index \( j_{0} \in [m] \) such that the offline sort algorithm rejects almost all of the candidates with ability strictly below \( a_{j_{0}+1} \) and selects all the candidates with ability strictly above \( a_{j_{0}} \). The action index \( j_{0} \) depends on the horizon length \( n \) and on the recruiting budget \( k \), and it is given for any pair \((n, k) \in \mathcal{T}\) by

\[
j_{0}(n, k) = \begin{cases} 1 & \text{if } k/n < f_{1} + f_{2}/2 \\ j : F(a_{j}) + f_{j}/2 \leq k/n < F(a_{j+1}) - f_{j+1}/2 & \text{if } f_{1} + f_{2}/2 \leq k/n < 1 - f_{m}/2 \\ m & \text{if } 1 - f_{m}/2 \leq k/n. \end{cases}
\]

If \((n, k)\) are so that \( j_{0}(n, k) = j \), then the two values at play are \( a_{j} \) and \( a_{j+1} \) and this suggests partitioning \( \mathcal{T} \) into the sets

\[
\mathcal{T}_{j} = \{(n, k) \in \mathcal{T} : j_{0}(n, k) = j\}, \quad j \in \{1, 2, \ldots, m\},
\]

to obtain a helpful decomposition of the offline value (4).
Proposition 1 (Offline sort decomposition). Let \( \epsilon = \frac{1}{2} \min\{f_m, \ldots, f_1\} \) and fix \( j \in \{1, \ldots, m\} \). For all \((n, k) \in T_j\) one has the bounds
\[
\sum_{i \in [j-1]} \mathbb{E}[Z_i^n] - \frac{1}{4\epsilon} \leq \sum_{i \in [j-1]} \mathbb{E}[S_i^n] \quad \text{and} \quad \sum_{i=j+2}^m \mathbb{E}[S_i^n] \leq \frac{1}{4\epsilon}.
\]
Consequently, for all \((n, k) \in T_j\) one has the decomposition
\[
V_{\text{off}}^*(n, k) = \sum_{i \in [j-1]} a_i \mathbb{E}[Z_i^n] + a_j \mathbb{E}[S_j^n] + a_{j+1} \mathbb{E}[S_{j+1}^n] + \frac{a_i}{4\epsilon}.
\]

The following lemma will be used repeatedly in the sequel. All lemmas stated in the paper are proved in Appendix B.

Lemma 2. Let \( B \) be a binomial random variable with \( n \) trials and success probability \( p \). Then, for any \( \epsilon > 0 \),
\[
\mathbb{E}[(B - k)_+] \leq \frac{1}{4\epsilon} \quad \text{if} \quad p + \epsilon \leq \frac{k}{n}, \quad \text{and} \quad \mathbb{E}[(k - B)_+] \leq \frac{1}{4\epsilon} \quad \text{if} \quad \frac{k}{n} \leq p - \epsilon.
\]

The first use of Lemma 2 is in the proof of Proposition 1.

Proof of Proposition 1. If \( j = 1 \), the left inequality of (6) reduces to \(-(4\epsilon)^{-1} \leq 0\), and there is nothing to prove. For \( 1 < j \) and \( i < j \), we obtain from (3) that
\[
0 \leq Z_i^n - S_i^n = \left( \min \left\{ Z_i^n, \sum_{i \in [i]} Z_i^n - k \right\} \right)_+ \leq \left( \sum_{i \in [i]} Z_i^n - k \right)_+ \leq \left( \sum_{i \in [j-1]} Z_i^n - k \right)_+.
\]

By the definition of \( T_j \) and (5), we have that \( \bar{F}(a_j) + \epsilon \leq k/n \), so, since the sum \( B = \sum_{i \in [j-1]} Z_i^n \) is binomial with parameters \( n \) and \( \bar{F}(a_j) = f_{j-1} + \ldots + f_1 \), the first inequality in (6) follows from (8).

For the second inequality in (6), notice that if \( j \in \{m-1, m\} \) then there is nothing to prove. Otherwise, if \( j \leq m-2 \) we have for all \( i \geq j+2 \) (or, equivalently for \( i-1 \geq j+1 \)) that
\[
S_i^n = \min \left\{ Z_i^n, \left(k - \sum_{i \in [i-1]} Z_i^n\right)_+ \right\} \leq \left(k - \sum_{i \in [i-1]} Z_i^n\right)_+ \leq \left(k - \sum_{i \in [j+1]} Z_i^n\right)_+.
\]

The sum \( B = \sum_{i \in [j+1]} Z_i^n \) is a binomial random variable with success probability \( \bar{F}(a_{j+2}) = f_{j+1} + f_j + \ldots + f_1 \), so that since \( \epsilon = \frac{1}{2} \min\{f_m, f_{m-1}, \ldots, f_1\} \) and \((n, k) \in T_j\) we have that \( k/n \leq \bar{F}(a_{j+2}) - \epsilon \), and the second inequality in (6) again follows from (8).

To conclude the proof of the proposition, we recall (4) and rewrite \( V_{\text{off}}^*(n, k) \) as
\[
V_{\text{off}}^*(n, k) = -\sum_{i \in [j-1]} a_i \mathbb{E}[Z_i^n] - \mathbb{E}[S_i^n] + \sum_{i \in [j-1]} a_i \mathbb{E}[Z_i^n] + a_j \mathbb{E}[S_j^n] + a_{j+1} \mathbb{E}[S_{j+1}^n] + \sum_{i=j+2}^m a_i \mathbb{E}[S_i^n].
\]

The definition of \( S_i^n \) in (3), the monotonicity \( a_m < a_{m-1} < \ldots < a_1 \), and the left inequality of (6) then give us that
\[
0 \leq \sum_{i \in [j-1]} a_i \mathbb{E}[Z_i^n] - \mathbb{E}[S_i^n] \leq a_1 \left( \sum_{i \in [j-1]} \mathbb{E}[Z_i^n] - \sum_{i \in [j-1]} \mathbb{E}[S_i^n] \right) \leq \frac{a_1}{4\epsilon}.
\]
Similarly, the monotonicity $a_m < a_{m-1} < \cdots < a_1$ and the right inequality of (9) then imply that

$$0 \leq \sum_{i=j+2}^{m} a_i [\mathcal{E}_i^\pi] \leq \frac{a_1}{4\epsilon},$$

so the decomposition (7) follows after one estimates the first and the last sum of (9) with the bounds in (10) and (11) respectively. □

For any feasible online policy $\pi \in \Pi(n, k)$, we let $S_j^{\pi-r} = \sum_{i=1}^{r} \sigma_i^\pi 1(X_t = a_j)$ be the number of candidates with ability level $a_j$ that are selected by policy $\pi$ up to and including time $r$, so the expected total ability accrued by policy $\pi$ can be written as

$$V_{\text{on}}^\pi(n, k) = \mathbb{E} \left[ \sum_{i=1}^{n} X_i \sigma_i^\pi \right] = \sum_{i=1}^{n} a_j \mathbb{E}[S_j^{\pi-r}].$$

Proposition 1 suggests that, to have bounded regret, an online algorithm must be selecting almost all candidates with abilities $a_1, a_2, \ldots, a_{j_0-1}$ and rejecting almost all of the candidates with abilities $a_{j_0+2}, \ldots, a_m$ if $j_0$ is such that $k/n \in [\bar{F}(a_{j_0}) + \frac{1}{2} f_{j_0}, \bar{F}(a_{j_0+2}) - \frac{1}{2} f_{j_0+1})$. This sufficient condition guides us in the development of the Budget-Ratio policy in Section 4.

**Proposition 2 (A sufficient condition).** Let $\epsilon = \frac{1}{2} \min\{f_m, \ldots, f_1\}$. For any given $(n, k) \in \mathcal{T}$ let $j_0 \equiv j_0(n, k)$ be the index defined by (5) and suppose there is a feasible online policy $\pi \equiv \pi(n, k) \in \Pi(n, k)$, a stopping time $\tau \equiv \tau(\pi) \leq n$, and a constant $M \equiv M(\epsilon) < \infty$ such that

(i) $\sum_{j \notin [j_0-1]} \mathbb{E}[S_j^{\pi-r}] = \sum_{j \notin [j_0-1]} \mathbb{E}[Z_j]$,  
(ii) $\mathbb{E}[S_{j_0}^{\pi-r}] \geq \mathbb{E}[\mathcal{E}_{j_0}] - M$,  
(iii) $\mathbb{E}[S_{j_0+1}^{\pi-r}] \geq \mathbb{E}[\mathcal{E}_{j_0+1}] - M$,  
(iv) $\mathbb{E}[\tau] \geq n - M$.

Then, one has that

$$\sup_{(n, k) \in \mathcal{T}} \left\{ V_{\text{off}}^\pi(n, k) - V_{\text{on}}^\pi(n, k) \right\} \leq 3a_1 M + \frac{a_1}{4\epsilon}.$$

The regret bound in Proposition 2 has two components (summands). The first one accounts for three inefficiencies of the online policy $\pi$ with respect to the offline solution. There is the cost for running out of budget too early—at most $M$ periods too early in expectation according to condition (iv)—which cannot exceed $a_1 M$, and there are the costs that come from conditions (ii) and (iii) that can each contribute to a maximal expected loss of $a_1 M$. Finally, the second summand accounts for the values that the offline solution might be choosing and that are strictly smaller than $a_{j_0+1}$. However, Proposition 1 tells us that their cumulative expected value is at most $a_1/(4\epsilon)$.

**Proof of Proposition 2.** Since $\mathcal{T} = \bigcup_{j \in [m]} \mathcal{T}_j$, we have that

$$\sup_{(n, k) \in \mathcal{T}} \left\{ V_{\text{off}}^\pi(n, k) - V_{\text{on}}^\pi(n, k) \right\} = \max_{j \in [m]} \left\{ \sup_{(n, k) \in \mathcal{T}_j} \left\{ V_{\text{off}}^\pi(n, k) - V_{\text{on}}^\pi(n, k) \right\} \right\},$$
and it suffices to verify that, for any $j \in [m],$
\[
\sup_{(n,k) \in T_j} \{V_{\text{off}}^*(n,k) - V_{\text{on}}^*(n,k)\} \leq 3a_1M + \frac{a_1}{4\epsilon}.
\]
For any $(n,k) \in T_j$ the definition of the map $(n,k) \mapsto j_0(n,k)$ gives us that $j_0(n,k) = j$, so for any policy $\pi \in \Pi(n,k)$ and any stopping time $\tau \leq n$ we have the lower bound
\[
\sum_{i \in [j-1]} a_i \mathbb{E}[S_i^{\pi,\tau}] + a_j \mathbb{E}[S_j^{\pi,\tau}] + a_{j+1} \mathbb{E}[S_{j+1}^{\pi,\tau}] \leq \sum_{i \in [m]} a_i \mathbb{E}[S_i^{\pi,n}] = V_{\text{on}}^*(n,k).
\]
In turn, for the policy $\pi \equiv \pi(n,k)$ and the stopping time $\tau \equiv \tau(\pi)$ given in the proposition, it follows from the requirements (i), (ii), and (iii) that there is a constant $M \equiv M(\epsilon)$ such that
\[
\sum_{i \in [j-1]} a_i \mathbb{E}[Z_i^\tau] + a_j \{\mathbb{E}[\mathcal{S}_j^\tau] - M\} + a_{j+1} \{\mathbb{E}[\mathcal{S}_{j+1}^\tau] - M\} \leq V_{\text{on}}^*(n,k),
\]
which, since $a_m < a_{m-1} \ldots < a_1$, gives
\[
\sum_{i \in [j-1]} a_i \mathbb{E}[Z_i^\tau] + a_j \mathbb{E}[\mathcal{S}_j^\tau] + a_{j+1} \mathbb{E}[\mathcal{S}_{j+1}^\tau] - 2a_1M \leq V_{\text{on}}^*(n,k). \tag{12}
\]
For $\tau \leq n$ we now rewrite the upper bound in (17) as
\[
V_{\text{off}}^*(n,k) \leq \sum_{i \in [j-1]} a_i \mathbb{E}[Z_i^\tau] + a_j \mathbb{E}[\mathcal{S}_j^\tau] + a_{j+1} \mathbb{E}[\mathcal{S}_{j+1}^\tau] + \frac{a_1}{4\epsilon} \tag{13}
\]
\[+ \sum_{i \in [j-1]} a_i \mathbb{E}[Z_i^n - Z_i^\tau] + a_j \mathbb{E}[\mathcal{S}_j^n - \mathcal{S}_j^\tau] + a_{j+1} \mathbb{E}[\mathcal{S}_{j+1}^n - \mathcal{S}_{j+1}^\tau],\]
and we obtain from the definition of the offline number of selected $a_i$-candidates that the difference $0 \leq \mathcal{S}_i^n - \mathcal{S}_i^\tau \leq Z_i^n - Z_i^\tau = \sum_{t=\tau+1}^n 1(X_t = a_i)$ for all $i \in [m]$. Thus, if we recall that $a_m < a_{m-1} < \ldots < a_1$, we obtain the bound
\[
\sum_{i \in [j-1]} a_i \mathbb{E}[Z_i^n - Z_i^\tau] + a_j \mathbb{E}[\mathcal{S}_j^n - \mathcal{S}_j^\tau] + a_{j+1} \mathbb{E}[\mathcal{S}_{j+1}^n - \mathcal{S}_{j+1}^\tau] \leq a_1 \mathbb{E}\left[\sum_{i \in [m]} \sum_{t=\tau+1}^n 1(X_t = a_i)\right] = a_1 \mathbb{E}[n - \tau],
\]
so when we use Property (iv) to estimate this last right-hand side and replace this estimate in (13) we finally have that
\[
V_{\text{off}}^*(n,k) \leq \sum_{i \in [j-1]} a_i \mathbb{E}[Z_i^\tau] + a_j \mathbb{E}[\mathcal{S}_j^\tau] + a_{j+1} \mathbb{E}[\mathcal{S}_{j+1}^\tau] + a_1M + \frac{a_1}{4\epsilon}. \tag{14}
\]
The proof of the proposition then follows by combining the bounds (12) and (14).

Remark 2 (A deterministic relaxation.). A further upper bound to the multi-secretary problem is provided by an intuitive deterministic relaxation. Given the linear program (2), we consider its optimal value
\[
DR(n,k) = \varphi(\mathbb{E}[Z_1^n], \ldots, \mathbb{E}[Z_m^n], k) \tag{15}
\]
and we note that its optimal solution is given by
\[ s^*_j = \min \{ \mathbb{E}[Z^n_j], (k - \sum_{s \in [j-1]} \mathbb{E}[Z^n_s])_+ \} = \min \{ nf_j, (k - n\bar{F}(a_j))_+ \} \quad \text{for all } j \in [m]. \quad (16) \]
Since the expected number of candidates selected by the offline solution is a feasible solution for the deterministic relaxation (15), we immediately have the bound
\[ V_{\text{off}}^n(n,k) \leq DR(n,k) \quad \text{for all pairs } (n,k) \in \mathcal{T}. \]

As central-limit-theorem intuition suggests, the “cost of randomness” is at most of the order of \( \sqrt{n} \). But it does not have to be that large: there is a subset \( T_1 \subseteq \mathcal{T} \) for which the difference \( DR(n,k) - V_{\text{off}}^n(n,k) \) is bounded by a constant that does not depend on \( (n,k) \in \mathcal{T}' \). Members \( (n,k) \) of \( \mathcal{T}' \) are such that \( k/n \) is “safely” away from the jump points of the distribution \( F \) (Appendix D). For \( (n,k) \in \mathcal{T}' \), benchmarking against the deterministic relaxation is the same as benchmarking against the offline sort (see also Wu et al. 2015). In general this is not the case. For instance, if one takes \( k = \mathbb{E}[Z^n_1] = nf_1 \) then \( DR(n,k) = a_1 nf_1 \) but there exists \( M < \infty \) such that \( a_1 \mathbb{E}[\mathcal{S}^n] = a_1 \mathbb{E}[\min\{Z^n, k\}] = a_1 nf_1 + \mathbb{E}[\min\{Z^n - nf_1, 0\}] \leq a_1 nf_1 - M\sqrt{n} = DR(n,k) - M\sqrt{n} \). The first inequality follows from the approximation of the centered binomial \( Z^n_i - nf_1 \) by a normal with standard deviation \( \sqrt{nf_1(1-f_1)} \) as in Lemma 5 below.

4. The Budget-Ratio (BR) policy

We now introduce an adaptive online policy that makes selection decisions depending on the ratio between the remaining number of positions to be filled (the remaining budget) and the remaining number of candidates to be inspected (the remaining time), and we refer to this policy as the Budget-Ratio (BR) policy.

With \( \pi = \text{br} \), the random variables \( \sigma_1^{br}, \sigma_2^{br}, \ldots, \sigma_n^{br} \) give us the sequence of selection decisions under the BR policy (see Section 2), and we let, for \( t \in [n] \),
\[ K_t = k - \sum_{s \in [t]} \sigma_s^{br} = K_{t-1} - \sigma_t^{br} \]
be the remaining budget after the \( t \)th decision \( (K_0 = k) \). We now introduce the thresholds \( 0 = T_1 < T_2 < \cdots < T_m < T_{m+1} = +\infty \) given by
\[ T_j = \frac{1}{2}(\bar{F}(a_j) + \bar{F}(a_{j+1})) \quad \text{for each } j \in \{2,3,\ldots,m\}, \]
so that the Budget-Ratio decision at time \( t+1 \) selects \( X_{t+1} \) depending on its value and on the position of the ratio \( K_t/(n-t) \) relative to these thresholds. Specifically, at each decision time \( t+1 \in \{1,\ldots,n-1\} \), the BR policy
Figure 2 The BR policy: thresholds and dynamics.

Notes. The y-axis has the thresholds of the BR policy for the 5-point distribution on $\mathcal{A} = \{a_5, a_4, a_3, a_2, a_1\}$ with the probability mass function $(f_5, f_4, f_3, f_2, f_1) = (\frac{7}{28}, \frac{5}{28}, \frac{6}{28}, \frac{5}{28}, \frac{6}{28})$. The plotted series is a sample path realization of the ratio $\{\frac{K_t}{n-t}\}$ which enters the “orbit” of the threshold $T_3$ at time $\tau_0$ (so $j(\tau_0) = 3$) and exits at time $\tau$. Up until $\tau_0$ both thresholds $T_3$ and $T_4$ are in play. In this chart we take $\delta = \frac{19}{224} < \epsilon = \frac{5}{28} - \frac{1}{2} \min\{f_5, \ldots, f_1\}$. Notice that $\bar{F}(a_3) = f_1 + f_2$. When $\bar{F}(a_3) < K_t/(n-t) < T_3$, the budget is, in expectation, sufficient to take some $a_3$ values but the policy will not do that until $T_3$ is crossed. This “under-selection” makes $K_t/(n-t)$ drift up toward $T_3$. When $T_3 < K_t/(n-t) < \bar{F}(a_3)$, the budget is, in expectation, insufficient to take all $a_3$ values but the policy does select them. This “over-selection” makes $K_t/(n-t)$ drift towards $T_3$. 
(i) identifies the index $j \in [m]$ such that

$$T_j \leq \frac{K_t}{n-t} < T_{j+1};$$

(ii) selects $X_{t+1}$ if and only if $K_t > 0$ and $X_{t+1} \geq a_j$; i.e., it sets

$$\sigma_{t+1}^{br} = \begin{cases} 1 & \text{if } K_t > 0 \text{ and } X_{t+1} > a_{j+1} \\ 0 & \text{otherwise}. \end{cases}$$

Thus, the value $X_{t+1}$ is selected with probability $P(\sigma_{t+1}^{br} = 1 | F_t) = \bar{F}(a_{j+1}) I(K_t > 0)$.

Figure 2 gives a graphical representation of the selection regions of the BR policy. It encapsulates the source of its good performance. Consider an initial budget ratio $k \in [T_3, \bar{F}(a_4)]$ as in the figure. In this range there is enough budget, in expectation, to select all of the candidates with ability values $a_1$ and $a_2$. The remaining budget after such selections should be used for candidates with ability equal to $a_3$ or smaller. While the budget ratio is in the colored band, the policy will select all of the $a_1$ and $a_2$ values. It will also select $a_3$-candidates whenever the budget ratio is above $T_3$. If we can guarantee that the budget ratio stays in the colored band almost until the end of the horizon, then the BR policy will select as many $a_3$ values as possible without giving up on any $a_1$ or $a_2$ values. This logic is formalized in the proof of Corollary 1. The policy has two natural properties: (i) since $T_1 = 0$, the BR policy selects all $a_1$-valued candidates until exhausting the budget; and (ii) since $T_{m-1} < 1$ and $T_m = +\infty$, the BR policy selects all remaining values as soon as the remaining budget is greater than or equal to the remaining number of time periods (i.e., if $n-t \leq K_t$).

Next, we set

$$\epsilon = \frac{1}{2} \min\{f_m, f_{m-1}, \ldots, f_1\},$$

fix $0 < \delta < \epsilon$, and consider the stopping time

$$\tau_0 = \inf \left\{ t \geq 0 : \left| \frac{K_t}{n-t} - T_j \right| \leq \frac{\delta}{2} \text{ for some } j \in [m] \text{ or } t \geq n-2\delta^{-1} - 1 \right\}.$$ 

If $\tau_0 < n-2\delta^{-1} - 1$, then $\tau_0$ is the first time that the ratio $K_t/(n-t)$ enters the “orbit” of one of the thresholds; see Figure 2. We denote by $j(\tau_0)$ the index of the threshold that is within $\delta/2$ of the ratio $K_{\tau_0}/(n-\tau_0)$, and we use $T_{j(\tau_0)}$ to denote the value of that threshold. If $\tau_0 = n-2\delta^{-1} - 1$, then we set $j(\tau_0) = m+1$ and $T_{j(\tau_0)} = \infty$. For all $t \leq n-2\delta^{-1} - 1$ the jumps of $K_t/(n-t)$ satisfy the absolute bound

$$\left| \frac{K_t}{n-t} - \frac{K_{t+1}}{n-(t+1)} \right| \leq \frac{\delta}{2},$$

so that, on the event $\tau_0 < n-2\delta^{-1} - 1$, we are guaranteed that $T_{j(\tau_0)}$ is either $T_j$ or $T_{j+1}$ when $j$ is such that $k/n \in [T_j, T_{j+1})$. 

Notes. Simulated averages—with $n = 1,000$ and based on $10,000$ trials—of the ratio $\frac{1}{k} \left( k - \sum_{s \in [t]} \sigma_s \right)$ and of the remaining budget $k - \sum_{s \in [t]} \sigma_s$ when $\pi$ is the optimal dynamic-programming (DP) policy or the Budget-Ratio (BR) policy. The ability distribution is uniform on $\mathcal{A} = \{0.20, 0.65, 1.10, 1.55, 2.00\}$. In the plots, we vary the budget $k \in \{260, 300, 340\}$ starting with the smallest at the top and while keeping the ratio $k/n$ within the orbit of $T_2 = 0.30$. 

Figure 3 Simulated ratio and remaining budget averages
After time $\tau_0$, we consider the process

$$Y_u = K_{\tau_0 + u} - T_{j(\tau_0)}(n - \tau_0 - u) \quad \text{for } u \in \{0, 1, \ldots n - \tau_0\},$$

which serves a useful vehicle to study the behavior of the budget-ratio process and, in particular, to track the deviations of the budget ratio from the threshold $T_{j(\tau_0)}$. This is because

$$\left| \frac{K_{\tau_0 + u}}{n - \tau_0 - u} - T_{j(\tau_0)} \right| > \delta \quad \text{if and only if } |Y_u| > \delta(n - \tau_0 - u).$$

In words, the ratio is outside of the dark region in Figure 2 if and only if the deviation process $Y_u$ exceeds the “moving target” $\delta(n - \tau_0 - u)$.

The process $\{Y_u : 0 \leq u \leq n - \tau_0\}$ is adapted to the increasing sequence of $\sigma$-fields $\{\mathcal{F}_u = \mathcal{F}_{\tau_0 + u} : 0 \leq u \leq n - \tau_0\}$. Importantly, the process $\{Y_u : 0 \leq u \leq n - \tau_0\}$ has the mean-reversal property that we alluded to in the description of Figure 2: if $K_{\tau_0 + u} > 0$ and $Y_u \geq 0$, then we have that $T_{j(\tau_0)} \leq K_{\tau_0 + u}/(n - \tau_0 - u)$, and the BR policy selects all values strictly larger than $a_{j(\tau_0)}$, i.e., $\sigma_{\tau_0 + u+1}^{br} \leq 1(X_{\tau_0 + u+1} > a_{j(\tau_0)})$ so that

$$\mathbb{E}[\sigma_{\tau_0 + u+1}^{br} 1_{\mathcal{F}_u} | 1(K_{\tau_0 + u} > 0, Y_u \geq 0) \geq \bar{F}(a_{j(\tau_0)}) 1(K_{\tau_0 + u} > 0, Y_u \geq 0),$$

and we have the negative-drift property

$$\mathbb{E}[Y_{u+1} - Y_u 1_{\mathcal{F}_u} | 1(K_{\tau_0 + u} > 0, Y_u \geq 0) = -\mathbb{E}[\sigma_{\tau_0 + u+1}^{br} 1_{\mathcal{F}_u} + T_{j(\tau_0)} 1(K_{\tau_0 + u} > 0, Y_u \geq 0) \leq \frac{1}{2} f_{j(\tau_0)} 1(K_{\tau_0 + u} > 0, Y_u \geq 0).$$

In the case that $Y_u < 0$ and $K_{\tau_0 + u} > 0$, we have that $K_{\tau_0 + u}/(n - \tau_0 - u) < T_{j(\tau_0)}$, so that the BR policy skips all values smaller or equal to $a_{j(\tau_0)}$, i.e., $\sigma_{\tau_0 + u+1}^{br} \leq 1(X_{\tau_0 + u+1} > a_{j(\tau_0)})$ so that

$$\mathbb{E}[\sigma_{\tau_0 + u+1}^{br} 1_{\mathcal{F}_u} | 1(K_{\tau_0 + u} > 0, Y_u < 0) \leq \bar{F}(a_{j(\tau_0)}) 1(K_{\tau_0 + u} > 0, Y_u < 0),$$

and we have a strictly positive drift

$$\mathbb{E}[Y_{u+1} - Y_u 1_{\mathcal{F}_u} | 1(K_{\tau_0 + u} > 0, Y_u < 0) = -\mathbb{E}[\sigma_{\tau_0 + u+1}^{br} 1_{\mathcal{F}_u} + T_{j(\tau_0)} 1(K_{\tau_0 + u} > 0, Y_u < 0) \geq \frac{1}{2} f_{j(\tau_0)} 1(K_{\tau_0 + u} > 0, Y_u < 0).$$

For completeness, we also note that if $K_{\tau_0 + u} = 0$, then the drift is simply given by

$$\mathbb{E}[Y_{u+1} - Y_u 1_{\mathcal{F}_u} | 1(K_{\tau_0 + u} = 0) = T_{j(\tau_0)} 1(K_{\tau_0 + u} = 0).$$

The bounds (17) and (18) show that, regardless of whether the ratio $K_{\tau_0 + u}/(n - \tau_0 - u)$ is above or below the critical threshold, the BR policy pulls it towards the threshold. This preliminary drift analysis will be useful in showing that the stopping time

$$\tau = \inf \left\{ t > \tau_0 : \left| \frac{K_t}{n - t} - T_{j(\tau_0)} \right| > \delta \quad \text{or} \quad t \geq n - 2\delta^{-1} - 1 \right\},$$

at which the ratio exits the critical orbit (see again the right side of Figure 2) is suitably large.
Notes. Sample paths of the ratio \( R_{\pi t} = \frac{1}{n t} \left( k - \sum_{s=t}^{k} \sigma_{s} \right) \) when \( \pi \) is the optimal dynamic-programming (DP) policy or the Budget-Ratio (BR) policy. The ability distribution is uniform on \( A = [0.20, 0.65, 1.10, 1.55, 2.00] \). The two plots have common random numbers but different initial conditions. On the left we take \( k = 300 \) and on the right we have \( k = 340 \). In both instances, the initial ratio \( \{n_{t}\} \) is within the orbit of \( T_{2} = 0.30 \). When \( k = 0.30 \) (left) the budget ratio \( R_{\pi t} \) stays within the orbit of \( T_{2} \) for most time periods. When \( k = 0.34 > T_{2} \) (right) the budget ratio is first pulled towards the threshold \( T_{2} \) and then it stays within its orbit until its escape time towards the end of the horizon. Despite just being on a sample path, the ratios \( R_{\pi t} \) and \( R_{\pi br} \) are remarkably close two each other.

Theorem 2 (BR stopping time). Let \( \epsilon = \frac{1}{2} \min\{f_{m}, f_{m-1}, \ldots, f_{1}\} \). Then there is a constant \( M = M(\epsilon) \) such that for all \( (n, k) \in \mathcal{T} \), the stopping time \( \tau \) in (20) satisfies the bound \( \mathbb{E}[\tau] \geq n - M \).

The proof of Theorem 2 (at the end of this section) is based on the mean-reversal property established above and a Lyapunov function argument. One must be careful in this analysis: when approaching the horizon’s end, a small change in \( K_{t} \) can lead to a large change in \( K_{t}/(n - t) \). Viewed in terms of the deviation process \( Y_{u} \), the challenge is that the target \( \delta(n - \tau_{0} - u) \) is moving and easier to exceed when \( u \) is large. Figure 4 is a simulation that illustrates how this “attraction” to a threshold is manifested at the sample path level.

Theorem 2 shows that the BR policy satisfies the sufficient condition (iv) in Proposition 2. Corollary 1 then proceeds to show that the remaining requirements (i)–(iii) in Proposition 2 are also satisfied.

Corollary 1 (Uniformly bounded regret). Let \( \epsilon = \frac{1}{2} \min\{f_{m}, f_{m-1}, \ldots, f_{1}\} \). Then the BR policy and the stopping time \( \tau \) in (20) satisfy the properties in Proposition 2. In particular, there is a constant \( M = M(\epsilon) \) such that

\[
V_{\text{opt}}(n, k) - V_{\text{BR}}(n, k) \leq 2a_{1}M \quad \text{for all} \ (n, k) \in \mathcal{T}.
\]
Figure 5  Dynamic-programming and Budget-Ratio regrets

Notes. The figure displays the dynamic-programming (DP) and budget-ratio (BR) regrets for the 5-point distribution on $A = [0.2, 0.5, 0.7, 0.8, 1.0]$ with probability mass function $(f_5, f_4, f_3, f_2, f_1) = (\frac{5}{28}, \frac{5}{28}, \frac{7}{28}, \frac{6}{28}, \frac{5}{28})$. We fix $n$ to either $n = 1,000$ (left) or $n = 10,000$ (right) and vary the initial budgets $k$. The regret is small and piecewise constant. The “jumps” in the regret function match the jump points of the distribution.

The BR policy, while achieving bounded regret, is not the optimal policy. Considering the optimality equation (47) developed in Appendix C, one can see that with two periods to go ($\ell = 2$ there) and one unit of budget ($k = 1$) the optimal action is to take any (and only) values $a_j \geq h_2(1) = g_1(1) - g_1(0) = \mathbb{E}[X_1]$. In this state, the BR policy will instead take all values above the median. Of course while the BR policy makes some mistakes when approaching the horizon’s end, Corollary 1 is evidence that it mostly does the right thing. Figures 5-6 are numerical evidence for the performance of the BR policy.

Proof of Corollary 1. It suffices to prove that the BR policy satisfies the sufficient conditions stated in Proposition 2. By Theorem 2 the BR policy has the associated stopping time $\tau$ in (20) that satisfies condition (iv) in the proposition. Conditions (i)--(iii) are verified by the following sample-path argument.

If $n < 2\delta^{-1} + 1$, then the three conditions are satisfied immediately by choosing $M$ to be a suitable constant. Otherwise if $n \geq 2\delta^{-1} + 1$, we note that $T_j = \bar{F}(a_j) + \frac{1}{2}f_j = \bar{F}(a_{j+1}) - \frac{1}{2}f_j$ for all $j \in \{2, \ldots, m\}$, so the definition (5) tells us that if $k/n \in [T_j, T_{j+1})$ then $j_0(n, k) = j$ for all $j \in [m]$. Thus, if $j$ is the index such that $k/n \in [T_j, T_{j+1})$, then $j$ is the “action” index identified in Proposition 2 and we verify the three conditions by distinguishing the case $\{\tau_0 < n - 2\delta^{-1} - 1\}$ from $\{\tau_0 = n - 2\delta^{-1} - 1\}$.

As argued earlier, on the event $\{\tau_0 < n - 2\delta^{-1} - 1\}$ the index $j(\tau_0) \in \{j, j+1\}$. In turn, for all $t < \tau_0$, the BR policy selects $X_{t+1} \geq a_j$ and skips all $X_{t+1} \leq a_{j+1}$. If $j(\tau_0) = j$ then for time indices $t \in [\tau_0, \tau)$ all values $a_{j-1}$ and greater are selected and all values $a_{j+1}$ or smaller are skipped. If
Figure 6  Dynamic-programming and Budget-Ratio regrets for uniform distributions

Notes. The figure displays the dynamic-programming (DP) and budget-ratio (BR) regrets for uniform distributions over \([0.2, 0.2 \Delta, 0.2 \Delta, \ldots, 2.0 - \Delta, 2.0]\) where \(\Delta = (2.0 - 0.2) 2\epsilon/(1 - 2\epsilon)\) for \(2\epsilon \in \{0.05, 0.10, 0.20\}\). As \(\epsilon\) shrinks the cardinality of the support grows. We fix \(n = 1,000\) (left) and \(n = 10,000\) (right) and vary the recruiting budget \(k\).

As \(n\) grows, the regret approaches a piecewise constant function. The optimality gap of the BR policy is, regardless, very small.

\[ j(\tau_0) = j + 1, \text{ then on } t \in [\tau_0, \tau) \text{ all values } a_j \text{ and greater are selected and all those smaller or equal than } a_{j+2} \text{ are skipped. Thus, on the event } \{\tau_0 < n - 2\delta^{-1} - 1\} \text{ we have} \]

\[ \sum_{i \in [j-1]} S_i^\text{br,}\tau = \sum_{i \in [j-1]} Z_i^\tau, \quad (21) \]

where, recall, \(S_i^\text{br,}\tau\) is the number of \(a_i\) candidates selected by time \(\tau\). Furthermore,

(i) If \(j(\tau_0) = j\), then

\[ S_j^\text{br,}\tau = \min \{ Z_j^\tau, k - K_\tau - \sum_{i \in [j-1]} Z_i^\tau \} = \min \{ Z_j^\tau, (k - \sum_{i \in [j-1]} Z_i^\tau) - K_\tau \} \quad \text{and} \quad S_{j+1}^\text{br,}\tau = 0. \quad (22) \]

Here, the left equality holds because out of the total budget used by time \(\tau\), which is given by \(k - K_\tau = \sum_{i \in [1]} \sigma_i^\text{br}\), the quantity \(\sum_{i \in [j-1]} Z_i^\tau\) is allocated to values larger or equal to \(a_{j-1}\) and the remaining to \(a_j\).

(ii) If \(j(\tau_0) = j + 1\), then we have that

\[ S_j^\text{br,}\tau = Z_j^\tau \quad \text{and} \quad S_{j+1}^\text{br,}\tau = \min \{ Z_{j+1}^\tau, k - K_\tau - \sum_{i \in [j]} Z_i^\tau \} = \min \{ Z_{j+1}^\tau, (k - \sum_{i \in [j]} Z_i^\tau) - K_\tau \}, \quad (23) \]

where the right equality holds for reasons that are similar to those given just below (22).

By combining the observations in (22) and (23), we find on the event \(\{\tau_0 < n - 2\delta^{-1} - 1\}\) that

\[ S_j^\text{br,}\tau \geq \min \{ k - \sum_{i \in [j-1]} Z_i^\tau, Z_j^\tau \} - K_\tau = \mathcal{O}_j^\tau - K_\tau, \quad (24) \]
and

\[ S_{j+1}^{br, \tau} \geq \min \{ (k - \sum_{i \neq [j]} Z_i^\tau, Z_{j+1}^\tau) - K_\tau = \mathcal{G}_{j+1}^\tau - K_\tau, \]  

(25)

where we use the fact that if \( x, y, z \) are non-negative numbers then \( \min(x - y, z) \geq \min(x, z) - y \).

On the event \{\( \tau_0 = n - 2\delta^{-1} - 1 \)\} we have that \( \tau = \tau_0 \) and all values greater than or equal to \( a_j \) are selected and all values lower than or equal to \( a_{j+1} \) are skipped so that

\[ -\sum_{i \neq [j-1]} S_i^{br, \tau} = \sum_{i \neq [j-1]} Z_i^\tau \quad \text{and} \quad S_j^{br, \tau} = \mathcal{G}_j^\tau, \]

(26)

and

\[ 0 = S_{j+1}^{br, \tau} = (k - \sum_{i \neq [j]} Z_i^\tau) - K_\tau \geq \min \{ Z_{j+1}^\tau, (k - \sum_{i \neq [j]} Z_i^\tau) - K_\tau = \mathcal{G}_{j+1}^\tau - K_\tau. \]

(27)

Finally, since the BR policy selects all remaining values as soon as there is a \( t \in [n] \) such that \( K_t \geq n - t \), we have that \( K_\tau \leq n - \tau \) and, consequently, that

\[ -\mathbb{E}[K_\tau] \geq \mathbb{E}[\tau] - n \geq -M \]

(28)

where the last inequality follows from Theorem 2.

If we now recall the estimates (21), (24) and (25) which hold on the event \{\( \tau_0 < n - 2\delta^{-1} - 1 \)\} and the relations (26) and (27) which are satisfied on \{\( \tau_0 = n - 2\delta^{-1} - 1 \)\}, take expectations and recall the bound (28), we see that the sufficient conditions (i)–(iii) in Proposition 2 are all satisfied.


In closely related work, [Wu et al. (2015)] offer an elegant adaptive-index policy that we revisit here. Given the deterministic relaxation (15), we re-solve in each time period the deterministic problem

\[ DR(n-t, K_t) = \varphi(\mathbb{E}[Z_1^{n-t}], \ldots, \mathbb{E}[Z_m^{n-t}], K_t), \]

and recall from (16) that the optimal solution is given by \( s_{j,t}^* = \min \{ \mathbb{E}[Z_j^{n-t}], (K_t - \sum_{i \neq [j-1]} \mathbb{E}[Z_i^{n-t}])_+ \} = \min \{ f_j(n-t), (K_t - \bar{F}(a_j)(n-t))_+ \} \) for all \( j \in [m] \).

Then, we construct the adaptive (re-optimized) index policy by mimicking the solution of this optimization problem. Specifically, if \( s_{j,t}^* = f_j(n-t) \) and the candidate inspected at time \( t+1 \) has ability \( a_j \) then that candidate is selected. Otherwise, if \( s_{j,t}^* = K_t - \bar{F}(a_j)(n-t) > 0 \) then an arriving \( a_j \) candidate is selected with probability

\[ p_{j,t+1} = \frac{K_t/(n-t) - \bar{F}(a_j)}{f_j}. \]

Finally, if \( s_{j,t}^* = 0 \) then an arriving \( a_j \) candidate is rejected.
Notes. The graph displays the regret of different policies when the ability distribution is uniform on $A = \{0.2, 0.4, 0.6, \ldots, 1, 1.2, 1.4, \ldots, 2\}$ as a function of the horizon length $n$. In the chart we vary $n$ from 0 to 200,000 and keep the initial budget at $\frac{k}{n} = \bar{F}(0.6)$ (a mass point of the distribution). Whereas the optimal and Budget-Ratio policies achieve bounded regret, the regret of the Adaptive-Index policy grows with the problem size $n$.

This policy induces a nice martingale structure. Using the notation introduced in Section 2 we let $\sigma^1, \sigma^2, \ldots, \sigma^n$ be the sequence of decisions of the Adaptive-Index policy and let $K^ai_t = k - \sum_{s=1}^{t} \sigma^ai_s$ be the associated remaining-budget process for all $t \in [n]$ and with $K^ai_0 = k$. In the statement and in the proof of the next proposition, we use the standard notation $a \wedge b = \min\{a, b\}$.

**Proposition 3.** Let $\tau_1 = \inf\{t \in [n] : K^ai_t/(n-t) > 1\}$, then the stopped Adaptive-Index ratio process $\{R^ai_{t\wedge \tau_1} = \frac{K^ai_t}{n-(t\wedge \tau_1)} : t \in [n]\}$ is a martingale.

**Proof.** Since $0 \leq R^ai_{t\wedge \tau_1} \leq 1$ it is trivially true that $\mathbb{E}[R^ai_{t\wedge \tau_1}] < \infty$ for all $t \in [n]$. Next, if $\mathcal{F}_t$ is the $\sigma$-field generated by the random variables $\sigma_1^ai, \ldots, \sigma_t^ai$, then we have that

$$\mathbb{E}[R^ai_{(t+1)\wedge \tau_1} - R^ai_{t\wedge \tau_1} | \mathcal{F}_t] = \mathbb{E}[(R^ai_{(t+1)\wedge \tau_1} - R^ai_{t\wedge \tau_1}) 1(\tau_1 > t) | \mathcal{F}_t] = 1(\tau_1 > t) \mathbb{E}\left[\frac{K^ai_t - \sigma^ai_{t+1}}{n-(t+1)} - \frac{K^ai_t}{n-t} | \mathcal{F}_t\right],$$

where $\sigma^ai_{t+1} = 1$ with probability $\frac{K^ai_t}{n-t} \wedge 1$ and it is zero otherwise. Hence,

$$\mathbb{E}[R^ai_{(t+1)\wedge \tau_1} - R^ai_{t\wedge \tau_1} | \mathcal{F}_t] = \left(\frac{K^ai_t - \sigma^ai_{t+1}}{n-(t+1)} - \frac{K^ai_t}{n-t}\right) 1(\tau_1 > t) = 0,$$

where we use the fact that $1(\tau_1 > t)$ implies $K^ai_t/(n-t) \leq 1$. □

Because of this martingale structure, the Adaptive-Index ratio $K^ai_t/(n-t)$ remains “close” to $k/n$ so that this policy, like the BR policy, is careful in utilizing its budget and does not run out of it until (almost) the horizon’s end. Furthermore, this martingale property guarantees bounded
regret when the initial ratio $k/n$ is safely far from the masses of the discrete distribution (see also Wu et al. 2015 and Section D in this paper).

In general, however, spending the budget at the right “rate” is not sufficient, however. It is also important that the budget is spent on the right candidates and the symmetric martingale structure is too weak for that purpose: when initialized, for example, at $k/n = F(a_j)$ for some $j$, the martingale spends an equal amount of time below and above $F(a_j)$, and the re-optimized index policy takes the values $a_j$ and $a_{j+1}$ in equal proportions. A good policy should start selecting $a_{j+1}$ values only after it has selected all (or most) $a_j$ values first. Figure 7 gives an illustration of this phenomenon.

4.2. Proof of Theorem 2

Given the deviation process

$$Y_u = K_{\tau_0 + u} - T_{\tau_1(\tau_0)}(n - \tau_0 - u), \quad u \in \{0, 1, \ldots, n - \tau_0\},$$

the key step in the proof of Theorem 2 is the derivation of an exponential tail bound for the random variable $|Y_u|$ for each $u \in \{0, 1, \ldots, n - \tau_0\}$. As before, we take $\epsilon = \frac{1}{2} \min\{f_m, f_{m-1}, \ldots, f_1\}$.

**Proposition 4 (Exponential tail bound).** Fix $0 < \delta < \epsilon$, $c = e^2 - 3$ and $0 < \eta < (\epsilon - \delta)/c$. Then there is a constant $M = M(\epsilon)$ such that, for all $0 \leq u \leq n - \tau_0$, we have the exponential tail bound

$$\mathbb{P}(|Y_u| \geq \delta(n - \tau_0 - u) | \hat{F}_0) \leq 2 \exp\left(-\frac{\eta c}{2}(n - \tau_0)\right) + M \exp\{-\eta \delta(n - \tau_0 - u)\}.$$ 

**Proof.** If $\tau_0 = n - 2\delta^{-1} - 1$, then the statement is trivial. Otherwise, for $\tau_0 < n - 2\delta^{-1} - 1$ the proof is an application—using the mean-reversal property of the BR policy—of the tail bound of Hajek (1982) to the two processes $\{Y_u : 0 \leq u \leq n - \tau_0\}$ and $\{-Y_u : 0 \leq u \leq n - \tau_0\}$.

We begin with the former. For any $a \geq 0$ we have that $1(Y_u > a) = 1(Y_u > a, K_{\tau_0 + u} > 0)$ for all $0 \leq u \leq n - \tau_0$, so that, by replacing $f_{\tau_0(\tau_0)}$ with $\epsilon = \frac{1}{2} \min\{f_m, f_{m-1}, \ldots, f_1\}$ in (17), we obtain the condition

$$\mathbb{E}[Y_{u+1} - Y_u | \hat{F}_u] 1(Y_u > a) \leq -\epsilon 1(Y_u > a) \quad \text{for all } a \geq 0 \text{ and } 0 \leq u \leq n - \tau_0. \quad \text{(C1)}$$

Since, by definition,

$$|Y_{u+1} - Y_u| = |a_{\tau_0 + u+1} - T_{\tau_1(\tau_0)}| \leq 2 \quad \text{for all } 0 \leq u < n - \tau_0,$$

we also have the condition

$$\mathbb{E}[\exp\{\lambda |Y_{u+1} - Y_u| \} | \hat{F}_u] \leq e^{2\lambda} \quad \text{for all } \lambda > 0. \quad \text{(C2)}$$
Conditions [(C1)] and [(C2)] (with \( \lambda = 1 \)) imply, by [Hajek 1982] Lemma 2.1 that for \( \eta, \rho \) satisfying
\[
0 < \eta < (\epsilon - \delta)/c \quad \text{and} \quad \rho = 1 - \eta(\epsilon - \eta c) \tag{29}
\]
we have
\[
E[\exp\{\eta(Y_{u+1} - Y_u)\}|\hat{F}_u] \mathbb{1}(Y_u > a) \leq \rho \quad \text{and} \quad E[\exp\{\eta(Y_{u+1} - a)\}|\hat{F}_u] \mathbb{1}(Y_u \leq a) \leq e^2,
\]
for all \( a \geq 0 \) and all \( 0 \leq u < n - \tau_0 \). [Hajek 1982] Theorem 2.3, Equation 2.8) then gives
\[
P(Y_u \geq \delta(n - \tau_0 - u)|\hat{F}_0) \leq \rho^u \exp\{\eta Y_0 - \eta \delta(n - \tau_0 - u)\} + \frac{e^2}{1-\rho^u} \exp\{\eta a - \eta \delta(n - \tau_0 - u)\},
\]
for all \( a \geq 0 \) and \( 0 \leq u \leq n - \tau_0 \). Taking \( a = 0 \) and using the fact that and \( Y_0 \leq |Y_0| = |K_{\tau_0} - T_{j(\tau_0)}(n - \tau_0)| \leq \frac{\delta}{2}(n - \tau_0) \) as well as the standard inequality \( \rho = 1 - \eta(\epsilon - \eta c) \leq \exp\{-\eta(\epsilon - \eta c)\} \), we finally have the upper bound
\[
P(Y_u \geq \delta(n - \tau_0 - u)|\hat{F}_0) \leq \exp\{-\frac{\eta}{2}(n - \tau_0) - \eta \delta(\epsilon - \eta c - \delta)\} + \frac{e^2}{1-\rho^u} \exp\{-\eta \delta(n - \tau_0 - u)\}.
\]
The choice of \( \eta \) in (29) tells us that \( \epsilon - \eta c - \delta > 0 \), so we can drop the second term in the first exponent on the right-hand side. By setting \( M \equiv M(\epsilon) = \frac{e^2}{1 - \rho^u} \), we then have
\[
P(Y_u \geq \delta(n - \tau_0 - u)|\hat{F}_0) \leq \exp\{-\frac{\eta}{2}(n - \tau_0)\} + M \exp\{-\eta \delta(n - \tau_0 - u)\}. \tag{30}
\]
The analysis of the sequence \( \{-Y_u : 0 \leq u \leq n - \tau_0\} \) follows a similar logic. For any \( a \geq 0 \)
\[
E[-Y_{u+1} + Y_u|\hat{F}_u] \mathbb{1}(Y_u > a) = -E[Y_{u+1} - Y_u|\hat{F}_u] \mathbb{1}(Y_u < -a, K_{\tau_0+u} > 0) - E[Y_{u+1} - Y_u|\hat{F}_u] \mathbb{1}(Y_u < -a, K_{\tau_0+u} = 0),
\]
so that by (18) and (19) we have
\[
E[-Y_{u+1} + Y_u|\hat{F}_u] \mathbb{1}(Y_u > a) \leq -\frac{1}{2} f_{j(\tau_0)} \mathbb{1}(Y_u < -a, K_{\tau_0+u} > 0) - T_{j(\tau_0)} \mathbb{1}(Y_u < -a, K_{\tau_0+u} = 0),
\]
for all \( a \geq 0 \). On the event \( \{Y_u < -a, K_{\tau_0+u} = 0\} \), we must have that \( j(\tau_0) > 1 \). Otherwise, if \( j(\tau_0) = 1, T_{j(\tau_0)} = 0 \) and \( Y_u = K_{\tau+u} = 0 \geq -a \) by definition. In particular, \( T_{j(\tau_0)} \geq \epsilon \) on this event, and it follows that
\[
E[-Y_{u+1} + Y_u|\hat{F}_u] \mathbb{1}(Y_u > a) \leq -\epsilon \mathbb{1}(Y_u > a). \tag{C1}
\]
for all \( a \geq 0 \). It is then easily verified that
\[
E[\exp\{\lambda |Y_{u+1} - Y_u|\}|\hat{F}_u] \leq e^{2\lambda} \quad \text{for all} \ \lambda > 0. \tag{C2}
\]
As before, [Hajek 1982] Lemma 2.1 and Theorem 2.3) gives—with \( c = e^2 - 3, \ 0 < \eta \leq (\epsilon - \delta)/c, \ \rho = 1 - \eta(\epsilon - \eta c), \ \text{and} \ M \equiv M(\epsilon) = \frac{e^2}{1 - \rho^u} \)—that
\[
P(-Y_u \geq \delta(n - \tau_0 - u)|\hat{F}_0) \leq \exp\{-\frac{\eta}{2}(n - \tau_0)\} + M \exp\{-\eta \delta(n - \tau_0 - u)\} \tag{31}
\]
The statement of the lemma is now the combination of (30) and (31) with \( M \equiv M(\epsilon) = \frac{e^2}{1 - \rho^u}. \)
The exponential tail bound in Proposition 4 goes a long way for the proof of Theorem 2 which follows next.

**Proof of Theorem 2.** By definition, for \( \tau_0 < t \leq n - 2\delta^{-1} - 1 \), we have that

\[
\tau \leq t \text{ if and only if } \left| \frac{K_{\tau_0+u}}{n - \tau_0 - u} - T_{\tau_0} \right| > \delta, \text{ for some } 0 \leq u \leq t - \tau_0,
\]
or, represented in terms of \( Y_u \),

\[
\tau \leq t \text{ if and only if } \sum_{u \in [t - \tau_0]} 1(|Y_u| > \delta(n - \tau_0 - u)) \geq 1.
\]

We will represent \( E[\tau] \) as a sum of the tail probabilities

\[
\mathbb{P}(\tau \leq t | \hat{F}_0) = \mathbb{P}\left( \sum_{u \in [t - \tau_0]} 1(|Y_u| > \delta(n - \tau_0 - u)) \geq 1 | \hat{F}_0 \right), \quad \text{for } \tau_0 < t \leq n - 2\delta^{-1} - 1,
\]

which, by Markov’s inequality, satisfy the bounds

\[
\mathbb{P}(\tau \leq t | \hat{F}_0) \leq \sum_{u \in [t - \tau_0]} \mathbb{P}(|Y_u| > \delta(n - \tau_0 - u) | \hat{F}_0), \quad \text{for } \tau_0 < t \leq n - 2\delta^{-1} - 1.
\]

By integrating the exponential tail bound in Proposition 4 for \( 0 \leq u \leq t - \tau_0 \) (recall that \( \tau_0 < t \leq n - 2\delta^{-1} - 1 < n \)), we obtain

\[
\mathbb{P}(\tau \leq t | \hat{F}_0) \leq 2(n - \tau_0) \exp\left\{- \frac{\eta \delta}{2} (n - \tau_0) \right\} + M \exp\left\{- \eta \delta(n - t) \right\}, \quad (32)
\]

for some constant \( M \equiv M(\epsilon) \). Since \( \tau > \tau_0 \) by definition, then \( \mathbb{P}(\tau > t | \hat{F}_0) = 1 \) for all \( t \leq \tau_0 \) and we also have that

\[
E[\tau | \hat{F}_0] \geq \sum_{t=0}^{\tau_0} \mathbb{P}(\tau > t | \hat{F}_0) + \sum_{t=\tau_0+1}^{n-2\delta^{-1}} \mathbb{P}(\tau > t | \hat{F}_0) \geq n - 2\delta^{-1} - 1 - \sum_{t=\tau_0+1}^{n-2\delta^{-1}} \mathbb{P}(\tau \leq t | \hat{F}_0).
\]

Integrating (32) then gives us another constant \( M \equiv M(\epsilon) \) such that

\[
E[\tau | \hat{F}_0] \geq n - 2(n - \tau_0)^2 \exp\left\{- \frac{\eta \delta}{2} (n - \tau_0) \right\} - M.
\]

The middle summand on the right-hand side is uniformly bounded, so in summary we have that

\[
E[\tau | \hat{F}_0] \geq n - M,
\]

for some constant \( M \equiv M(\epsilon) < \infty \), and the proof of the theorem follows after one takes total expectations. \( \diamond \)
5. The square-root regret of non-adaptive policies

A non-adaptive policy \( \pi \) is an online feasible policy that is characterized by a probability matrix \( \{p_{j,t} : j \in [m] \text{ and } t \in [n]\} \). The entry \( p_{j,t} \) represents the probability of selecting the candidate inspected at time \( t \) given that the candidate’s ability is \( X_t = a_j \) and that the recruiting budget remaining at time \( t \) is non zero. Formally, given \( \pi = \{p_{j,t} : j \in [m] \text{ and } t \in [n]\} \), let

\[
B_t = \sum_{j \in [m]} 1(U_t \leq p_{j,t}, X_t = a_j) \quad \text{for } t \in [n],
\]

and note that the sequence \( B_1, B_2, \ldots, B_n \) is a sequence of \( \mathcal{F}_t \)-measurable, independent Bernoulli random variables with success probabilities \( q_1, q_2, \ldots, q_n \) such that

\[
\mathbb{E}[B_t | X_t = a_j] = p_{j,t} \quad \text{and} \quad q_t = \mathbb{E}[B_t] = \sum_{j \in [m]} p_{j,t} f_j.
\]

The non-adaptive policy \( \pi \) selects candidates until it runs out of budget or reaches the end of the horizon, i.e., up to the stopping time \( \nu = \nu(\pi) \) given by

\[
\nu = \min \{r \geq 1 : \sum_{e \in [r]} B_t \geq k \text{ or } r \geq n\}.
\]

The expected total ability accrued by the non-adaptive policy \( \pi \) is then given by

\[
V^\pi_{on}(n, k) = \sum_{j \in [m]} a_j \mathbb{E} \left[ \sum_{e \in [\nu]} B_t 1(X_t = a_j) \right],
\]

and \( V^\pi_{na}(n, k) = \sup_{\pi \in \Pi} V^\pi_{on}(n, k) \) is the performance of the best non-adaptive policy.

An intuitive non-adaptive policy is the index policy \( \text{id} = \{p_{j,t} : j \in [m] \text{ and } t \in [n]\} \), that takes its probabilities from the solution (16) to the deterministic relaxation (15). If the residual budget at time \( t \) is non-zero and if \( j_{id} \in [m] \) is the index such that \( \bar{F}(a_{j_{id}}) \leq k/n < \bar{F}(a_{j_{id}+1}) \), then the index policy selects an arriving \( a_{j_{id}} \)-candidate with probability

\[
p_{j,t} = \frac{s_j^*}{\mathbb{E}[Z_j]} = \frac{s_j^*}{n f_j} = \begin{cases} 
\frac{1}{k/n - \bar{F}(a_{j_{id}})} & \text{if } j \leq j_{id} - 1, \\
\frac{1}{f_{j_{id}}} & \text{if } j = j_{id}, \\
0 & \text{if } j \geq j_{id} + 1.
\end{cases}
\] (33)

In the main result of this section we prove that, for a large range of \( (n,k) \) pairs, the regret of non-adaptive policies is generally of the order of \( \sqrt{n} \). Viewed in the context of Proposition 2, non-adaptive policies violate property (iv): they run out of budget too early. The proof relies on this “greediness.”

To build intuition, consider the problem instance with ability distribution that is uniform on \( \mathcal{A} = \{a_3, a_2, a_1\} \) and with \( n = 2k \). For each \( t \in [n] \), the index policy would select \( a_1 \)-candidates with probability \( p_{1,t} = 1 \), \( a_2 \)-candidates with probability \( p_{2,t} = 1/2 \), and no \( a_3 \) candidates. The number
of selections that the index policy would make by time \( t \) is then a Binomial random variables with \( t \) trials and success probability equal to \( k/n \). For \( t = [n - \sqrt{n}] \) this random variable has mean approximately equal to \( \frac{1}{2} (n - \sqrt{n}) = (1 - \frac{1}{\sqrt{n}}) \frac{n}{2} \) and standard deviation approximately equal to \( \frac{1}{2} \sqrt{n} - \sqrt{n} \). In this case, the recruiting budget \( k = n/2 \) is, in the limit, 2 standard deviations from the mean so that, with non-negligible probability, the policy would have exhausted all its budget by time \( n - \sqrt{n} \) and missed \( \Theta(\sqrt{n}) \) opportunities to select \( a_1 \) values. The index policy, however, did select many \( a_2 \) values up to this time \( t \). The Budget-Ratio policy—and the dynamic programming policy—would exchange those \( a_2 \) with \( a_1 \) and attain a regret that does not grow with \( n \).

**Theorem 3 (The regret of non-adaptive policies).** For \( \epsilon = \frac{1}{2} \min\{f_m, f_{m-1}, \ldots, f_1\} \) suppose that \((f_1 + \epsilon)n \leq k \leq (1 - f_m - \epsilon)n\). Then there is a constant \( M \equiv M(\epsilon, m, a_1, \ldots, a_m) \) such that

\[
M \sqrt{n} \leq V_{oa}^*(n, k) - V_{na}^*(n, k).
\]

As one might expect, the non-adaptive (time-homogeneous) index policy in (33) already achieves this order of magnitude and, in this sense, is representative of the performance of general non-adaptive policies.

**Lemma 3 (The regret of the non-adaptive index policy).** The non-adaptive index policy \( \pi = \{p_{j,t} : j \in [m] \text{ and } t \in [n]\} \) has a \( \sqrt{n} \) regret. That is, for any \( \epsilon \in (0, 1) \) and all pairs \((n, k)\) such that \( \epsilon \leq k/n \) we have

\[
V_{oa}^*(n, k) - V_{na}^*(n, k) \leq DR(n, k) - V_{na}^*(n, k) \leq \epsilon^{-1} a_1 \sqrt{n}.
\]

The conditions of Theorem 3 are not necessary but certain budget ranges do have to be excluded. In the small-budget range with \( k \leq (f_1 - \epsilon)n \), for example, the regret is in fact constant. The offline solution mostly takes \( a_1 \) values. The non-adaptive policy \( \hat{\pi} \) that has \( p_{1,t} = 1 \) for all \( t \in [n] \) and \( p_{j,t} = 0 \) for all \( j \neq 1 \) and all \( t \in [n] \) will achieve a constant regret. Interestingly, in this same range, the index policy may not be as aggressive. For instance, if \( k = (f_1 - \epsilon)n \) we see from (33) that the index policy sets \( p_{1,t} = 1 - \epsilon/f_1 \) spreading out the selection of \( a_1 \) values throughout the time horizon and having a regret of order \( \sqrt{n} \).

**Lemma 4 (Non-adaptive regret: small budget).** For \( \epsilon = \frac{1}{2} \min\{f_m, f_{m-1}, \ldots, f_1\} \) suppose that \( k \leq n(f_1 - \epsilon) \). Then one has that

\[
V_{oa}^*(n, k) - V_{na}^*(n, k) \leq a_2/4\epsilon.
\]

---

1 We say that a function \( \phi(n) = \Theta(\psi(n)) \) if there are constants \( c_1, c_2, \text{ and } n_0 \) such that \( c_1 \leq \frac{\phi(n)}{\psi(n)} \leq c_2 \) for all \( n \geq n_0 \).
Theorem 3 and Lemma 4 are non-exhaustive. There are ranges of \(k/n\) that are covered by neither. The purpose of these results is to show that while non-adaptivity is not universally bad (see Lemma 4), there is a non-trivial range of \((k,n)\) pairs for which the regret grows like \(\sqrt{n}\) while the Budget-Ratio and the dynamic programming policy achieve \(O(1)\) regret.

In the proof of Theorem 3 we use three auxiliary lemmas, the first of which provides a lower bound for the overshoot of a centered Bernoulli random walk.

**Lemma 5.** Let \(B_1, B_2, \ldots, B_n\) be independent Bernoulli random variables with success probabilities \(q_1, q_2, \ldots, q_n\), respectively. Let \(N_n = \sum_{i=1}^n (B_i - q_i)\) and \(\zeta_n^2 = \text{Var}[N_n] = \sum_{i=1}^n q_i(1 - q_i)\). Then, for any \(\gamma > 0\) there exist constants \(\beta_1 \equiv \beta_1(\gamma)\) and \(\beta_2 \equiv \beta_2(\gamma)\) such that

\[
\mathbb{E}[(N_n - \gamma \zeta_n)_+] \geq \beta_1 \zeta_n - (2 + 3\sqrt{2}), \quad \mathbb{E}[-(N_n - \gamma \zeta_n)_+] \geq \beta_1 \zeta_n - (2 + 3\sqrt{2}),
\]

and

\[
\mathbb{E}[(N_n + \gamma \zeta_n)_+] \leq \beta_2 \zeta_n^2.
\]

The second auxiliary lemma shows that any good non-adaptive policy must be a perturbation of the index policy. Specifically, if \(s_j(\pi) = \sum_{i \in [m]} p_{j,i} f_j\) is the expected number of \(a_j\) candidates that policy \(\pi\) selects under infinite budget, then \(s_j(\pi)\) is just a perturbation of \(s_j^\pi\), the solution of the deterministic relaxation [15].

**Lemma 6.** Fix \(M < \infty\), \(\epsilon = \frac{1}{2} \min\{f_1, \ldots, f_1\}\), and take any \((2\epsilon \min_{j \in [m-1]} |a_j - a_{j+1}|)^{-2} M^2 \leq n\). If \(\pi = \{p_{j,t} : j \in [m] \text{ and } t \in [\ell]\}\) is a non-adaptive policy such that

\[
DR(n,k) - V_{\text{opt}}^\pi(n,k) \leq M\sqrt{n},
\]

then

\[
s_j(\pi) = s_j^\pi \pm \left\{ \min_{j \in [m-1]} |a_j - a_{j+1}| \right\}^{-1} M \sqrt{n} \quad \text{for all } j \in [m].
\]

For \(\epsilon = \frac{1}{2} \min\{f_m, f_{m-1}, \ldots, f_1\}\) and \((f_1 + \epsilon)n \leq k \leq (1 - f_m - \epsilon)n\), Lemma 2 tells us that

\[
n f_1 - \frac{1}{4\epsilon} \leq \mathbb{E}[Z_1^n] - \mathbb{E}[(Z_1^n - k)_+] = \mathbb{E}[\mathcal{G}_1^n] \quad \text{and} \quad \mathbb{E}[\mathcal{G}_m^n] \leq \frac{1}{4\epsilon}.
\]

In words, when \(k\) is bounded away from both 0 and \(n\), the offline algorithm selects—in expectation—all but a constant number of the highest values and at most a constant number of the lowest values. The optimal non-adaptive policy must do so as well. In particular, it should have in “most” time periods \(p_{1,t} = 1\) and \(p_{m,t} = 0\) so that the marginal probability of selection, \(q_t\), is safely bounded away from zero and from one. The last auxiliary lemma makes this intuitive idea formal.
Lemma 7. Let $\epsilon = \frac{1}{2} \min \{ f_m, f_{m-1}, \ldots, f_1 \}$ and suppose that $(f_1 + \epsilon)n \leq k \leq (1 - f_m - \epsilon)n$. Then, there is a constant $M \equiv M(\epsilon, a_1, a_2, a_m) < \infty$, such that an optimal non-adaptive policy must satisfy

$$\sum_{i \in [m]} \mathbb{1} \left\{ q_i \geq \frac{f_1}{2} \right\} \geq n - M \sqrt{n} \quad \text{and} \quad \sum_{i \in [m]} \mathbb{1} \left\{ 1 - q_i \geq \frac{f_m}{2} \right\} \geq n - M \sqrt{n}. \quad (36)$$

Consequently,

$$\sum_{i \in [m]} \mathbb{1} \left\{ q_i \geq \frac{f_1}{2}, 1 - q_i \geq \frac{f_m}{2} \right\} \geq n - 2M \sqrt{n},$$

and one has the lower bound

$$\zeta^2(\pi) = \sum_{i \in [m]} q_i (1 - q_i) \geq \frac{f_1 f_m}{4} (n - 2M \sqrt{n}).$$

5.1. Proof of Theorem 3

For any non-adaptive policy $\pi = \{p_{j,t} : j \in [m] \text{ and } t \in [n] \}$ with associated stopping time $\nu = \min \{ r \geq 1 : \sum_{i \in [r]} B_t \text{ or } r \geq n \}$, we have that policy $\pi$ does not make any selection after time $\nu$, and we also have that $Z^n_j \leq Z^n_j$ for all $j \in [m]$. Thus, if we recall the linear program (2), use the monotonicity of $\varphi(z_1, \ldots, z_m, \cdot)$ in $(z_1, \ldots, z_m)$, and recall the equivalence (1), we obtain that

$$V^\pi_{\text{off}}(n,k) \leq \mathbb{E}[\varphi(Z^n_1, \ldots, Z^n_m, k)] \leq \mathbb{E}[\varphi(Z^n_1, \ldots, Z^n_m, k)] = V^\pi_{\text{off}}(n,k).$$

Furthermore, since $\nu$ is the time at which $\pi$ exhausts the budget, we also have that

$$V^\pi_{\text{off}}(n,k) - V^\pi_{\text{off}}(n,k) \geq \mathbb{E}[\varphi(Z^n_1, \ldots, Z^n_m, k)] - \mathbb{E}[\varphi(Z^n_1, \ldots, Z^n_m, k)]
\geq a_1 (\mathbb{E}[\min\{k, Z^n_1\}] - \mathbb{E}[\min\{k, Z^n_1\}])
\geq a_1 (\mathbb{E}[Z^n_1 - Z^n_1] - \mathbb{1}(Z^n_1 > k)).$$

For $\epsilon = \frac{1}{2} \min \{ f_m, f_{m-1}, \ldots, f_1 \}$ and $(f_1 + \epsilon)n \leq k \leq (1 - f_m - \epsilon)n$, Hoeffding’s inequality (see, e.g. [Boucheron et al. 2013, Theorem 2.8]) immediately tells us that there is a constant $M \equiv M(\epsilon) < \infty$ such that $n \mathbb{P}(Z^n_1 > k) \leq M$, and Wald’s lemma gives us that

$$\mathbb{E}[Z^n_1 - Z^n_1] = f_1 \mathbb{E}[n - \nu], \quad (37)$$

so the proof of the theorem is complete if we can prove an appropriate lower bound for $\mathbb{E}[n - \nu]$. Lemma 3 tells us that for $f_1 + \epsilon \leq k/n$ the index policy has regret that is bounded above $(f_1 + \epsilon)^{-1} a_1 \sqrt{n}$, so that it suffices to consider non-adaptive policies $\pi = \{p_{j,t}, j \in [m] \text{ and } t \in [n] \}$ for which

$$DR(n,k) - V^\pi_{\text{off}}(n,k) \leq (f_1 + \epsilon)^{-1} a_1 \sqrt{n}.$$
If \((2\epsilon)^{-2}M^2 \leq n\) for \(M = \{\min_{j \in [m-1]} |a_j - a_{j+1}|(f_1 + \epsilon)|^{-1}a_1\), Lemma 6 implies that
\[
\sum_{j \in [n]} p_{j,t}f_j = s^* + M\sqrt{n} \quad \text{for all } j \in [m].
\]
Since \(\sum_{j \in [m]} s^* = k\), we also have that
\[
\sum_{t \in [n]} q_t = \sum_{t \in [n]} \sum_{j \not\in [m]} p_{j,t}f_j = \sum_{j \in [m]} s^* + mM\sqrt{n} = k + nM\sqrt{n}.
\]  
(38)

Furthermore, since \(0 \leq B_t \leq 1\) for all \(t \in [n]\) we know that
\[
\left( \sum_{t \in [n]} B_t - k \right)_{+} = \sum_{t=1}^{n} B_t \leq n - \nu, \quad \text{so} \quad \mathbb{E}\left[ \left( \sum_{t \in [n]} B_t - k \right)_{+} \right] \leq \mathbb{E}[n - \nu].
\]  
(39)

With \(\varsigma^2(\pi) = \sum_{t \in [n]} q_t(1 - q_t)\), the estimate (38) implies that \(k \leq \sum_{t \in [n]} q_t + [mM\varsigma^2(\pi)^{-1}\sqrt{n}]\varsigma(\pi)\), and Lemma 7 tells us that there is a constant \(M = M(\epsilon, m, a_1, \ldots, a_m)\) such that \(mM\varsigma^2(\pi)^{-1}\sqrt{n} \leq M\). In turn, we also have that \(k \leq \sum_{t \in [n]} q_t + M\varsigma(\pi)\), so after we subtract \(\sum_{t \in [n]} B_t\) on both-sides, change sign, take the positive part, and recall (39), we obtain the lower bound
\[
\left( \sum_{t \in [n]} (B_t - q_t) - M\varsigma(\pi) \right)_{+} \leq \left( \sum_{t \in [n]} B_t - k \right)_{+} \leq n - \nu.
\]

The quantity on the left-hand side is a sum of centered independent Bernoulli random variables so, when we take expectations, Lemma 5 tells us that there is a constant \(\beta_1 = \beta_1(\epsilon, m, a_1, \ldots, a_m)\) such that
\[
\beta_1\varsigma(\pi) - (2 + 3\sqrt{2}) \leq \mathbb{E}\left[ \left( \sum_{t \in [n]} (B_t - q_t) - M\varsigma(\pi) \right)_{+} \right] \leq \mathbb{E}[n - \nu].
\]

Plugging this last estimate back into (37) gives us that \(f_1(\beta_1\varsigma(\pi) - 2 - 3\sqrt{2}) \leq \mathbb{E}[Z^*_\pi - Z^*_\pi]\), and the theorem then follows after one uses one more time the lower bound for \(\varsigma(\pi)\) given in Lemma 7 and chooses \(M = M(\epsilon, m, a_1, \ldots, a_m)\) accordingly.

6. Concluding remarks
We have proved that in the multi-secretary problem with independent candidate abilities drawn from a common finite-support distribution, the regret is constant and achievable by a multi-threshold policy. In our model, the decision maker knows and makes crucial use of the distribution of candidate abilities. Two obvious extensions to consider are the problem instances in which the ability distribution is continuous and/or unknown to the decision maker.

While one would like to think of the continuous distribution as a “limit” of discrete ones, our analysis does build to a great extent on this discreteness, and our bounds depend on the cardinality of the support. At this point, it is not clear if bounded regret is achievable also with continuous distributions.
For the case of unknown distribution, we conjecture that, with a finite support, the regret should be logarithmic in $n$. Indeed, consider a “stupid” algorithm that uses the first $O(\log(n))$ steps to learn about the distribution (without concern for the objective) and, at the end of the learning period, computes the threshold and runs with the Budget-Ratio policy thereafter. Simple Chernoff bounds suggests that the likelihood of mis-estimation should be exponentially small. Coupling this with the fact that the performance of the BR policy (specifically the fact that $E[r] \geq n - M$) is insensitive to small perturbations to the thresholds leads to our conjecture.
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Appendix A: Regret lower bound in Kleinberg’s example

Below we prove the regret lower bound in Lemma 1 in which the ability distribution has support $A = (a_3, a_2, a_1)$ and probability mass function $(\frac{1}{2} + 2\epsilon, 2\epsilon, \frac{1}{2} - 4\epsilon)$. The argument shows that, because of the special structure of this example, there are two events (of non-negligible probability)—one being a perturbation of the other—where the offline sort makes very different choices (taking all or none of the $a_2$ values) but the optimal dynamic programming policy can do well only in one or the other but not in both.

Proof of Lemma 2. In what follows we will assume that $\epsilon$ is such that $\frac{1}{\epsilon}$ and $\frac{1}{2^2}$ are integers so that we can set $n_\epsilon = \frac{1}{\epsilon}$ and $k_\epsilon = \frac{n_\epsilon}{2} = \frac{1}{2^2}$. This makes the notation cleaner while not changing any of the arguments. Next, we introduce the following events

$$ A_\epsilon = \left\{ \frac{1}{\epsilon} \leq Z_2^{n_\epsilon} \leq \min\{2Z_2^{n_\epsilon/2}, \frac{2}{\epsilon}\} \right\} = \left\{ \frac{1}{2} \mathbb{E}[Z_2^{n_\epsilon}] \leq Z_2^{n_\epsilon} \leq \min\{2Z_2^{n_\epsilon/2}, \mathbb{E}[Z_2^{n_\epsilon}]\} \right\}, $$

$$ H_\epsilon = \left\{ Z_1^{n_\epsilon} \geq k_\epsilon + \frac{2}{\epsilon} \right\} = \left\{ Z_1^{n_\epsilon} \geq \mathbb{E}[Z_1^{n_\epsilon}] + \frac{6}{\epsilon} \right\}, \quad \text{and} $$

$$ L_\epsilon = \left\{ Z_1^{n_\epsilon} \leq k_\epsilon - \frac{4}{\epsilon} \right\} = \left\{ Z_1^{n_\epsilon} \leq \mathbb{E}[Z_1^{n_\epsilon}] \right\}. $$

On the one hand, on the event $H_\epsilon$—in particular on $H_\epsilon \cap A_\epsilon$—the offline policy takes only the highest values. That is it only takes $a_1$ values and exhausts the budget $k_\epsilon$ while doing so. On the other hand, on the event $L_\epsilon$—in particular on $L_\epsilon \cap A_\epsilon$—the offline policy also takes some lower values. In particular, it takes all of the $a_1$ values, all of the $a_2$ values, and some $a_3$ values to exhaust the budget. The events $H_\epsilon \cap A_\epsilon$ and $L_\epsilon \cap A_\epsilon$ are non-trivial as they happen with probability that is bounded away from zero: there are constants $\epsilon_0 > 0$ and $\alpha > 0$ such that $\mathbb{P}(H_\epsilon \cap A_\epsilon) \geq \alpha$ and $\mathbb{P}(L_\epsilon \cap A_\epsilon) \geq \alpha$ for all $\epsilon \leq \epsilon_0$. To see this, note that the standard deviation of $Z_1^{n_\epsilon}$ is on the order of $1/\epsilon$, so the central limit theorem implies that $\mathbb{P}(H_\epsilon), \mathbb{P}(L_\epsilon) \geq \alpha$ for all $\epsilon \leq \epsilon_0$. Another scaling argument shows that $\mathbb{P}(A_\epsilon) \geq \alpha > 0$ for all $\epsilon \leq \epsilon_0$ and for some re-defined $\alpha > 0$. Since $Z_1^{n_\epsilon}$ and $Z_2^{n_\epsilon}$ are dependent, these observations and a standard condition argument that we omit imply that there is another $\alpha > 0$ such that $\mathbb{P}(H_\epsilon \cap A_\epsilon) \geq \alpha$ for all $\epsilon \leq \epsilon_0$. A similar analysis also gives that $\mathbb{P}(L_\epsilon \cap A_\epsilon)$ has the same property.

Next, we consider the random variable $\Lambda(n_\epsilon, k_\epsilon)$ that tracks the difference between the performance of the offline policy and that of the dynamic programming policy:

$$ \Lambda(n_\epsilon, k_\epsilon) = a_1(\mathbb{E}[\mathcal{S}_1^{n_\epsilon}] - S_1^{a_1, n_\epsilon}) + a_2(\mathbb{E}[\mathcal{S}_2^{n_\epsilon}] - S_2^{a_2, n_\epsilon}) + a_3(\mathbb{E}[\mathcal{S}_3^{n_\epsilon}] - S_3^{a_3, n_\epsilon}), $$

and we note that the expected value $\mathbb{E}[\Lambda(n_\epsilon, k_\epsilon)] = V_{\text{off}}(n_\epsilon, k_\epsilon) - V_{\text{opt}}(n_\epsilon, k_\epsilon)$ is the regret of the dynamic programming policy. We now recall that $S_2^{a_2, n_\epsilon/2}$ is the number of $a_2$-selections by the optimal online policy up to time $n_\epsilon/2$, and we consider the event

$$ C_\epsilon = \{ S_2^{a_2, n_\epsilon/2} \geq Z_2^{n_\epsilon}/4 \}. $$
On $C_e^c \cap L_e \cap A_e$, we then have that
\[
\mathbb{E}[\Lambda(n_e, k_e) \mathbb{1}(C_e^c \cap L_e \cap A_e)] \geq \frac{a_2 - a_3}{4} \mathbb{E}[Z_2^{n_e} \mathbb{1}(C_e^c \cap L_e \cap A_e)] \geq \frac{a_2 - a_3}{4}\mathbb{P}(C_e^c \cap L_e \cap A_e).
\]

For each sequence $\{X_1, \ldots, X_n\} \in C_e \cap L_e \cap A_e$, we can now build a sequence in $C_e \cap H_e \cap A_e$ by keeping all the first $n_e/2$ values the same and replacing at most $6/\epsilon$ $a_2$-values with $a_1$-values while keeping the number of $a_2$-values constant, and we call this resulting set $D_e$. It is easy to see that since $f_3$ and $f_1$ are bounded away from zero, then $\mathbb{P}(D_e) \geq \alpha \mathbb{P}(C_e \cap L_e \cap A_e)$ for some $\hat{\alpha} > 0$ that does not depend on $\epsilon$. Because the two sequences share the same first $n_e/2$ elements we have that $S_2^{n_e/2} \geq Z_2^{n_e/2}$ also on $D_e$. Then
\[
\mathbb{E}[\Lambda(n_e, k_e) \mathbb{1}(D_e)] \geq (a_1 - a_2)\mathbb{E}[S_2^{n_e/2} \mathbb{1}(D_e)] \geq \frac{a_1 - a_2}{4}\mathbb{E}[Z_2^{n_e} \mathbb{1}(D_e)] \geq \frac{a_1 - a_2}{4}\hat{\alpha}\mathbb{P}(C_e \cap L_e \cap A_e).
\]

Since $\mathbb{P}(C_e^c \cap L_e \cap A_e) = \mathbb{P}(L_e \cap A_e) - \mathbb{P}(C_e \cap L_e \cap A_e)$, we have that $\max\{\mathbb{P}(C_e^c \cap L_e \cap A_e), \hat{\alpha}\mathbb{P}(C_e \cap L_e \cap A_e)\} \geq \mathbb{P}(L_e \cap A_e)\min\{\hat{\alpha}, 1\}$ so that we finally obtain
\[
V_{\text{off}}^*(n_e, k_e) - V_{\text{on}}^*(n_e, k_e) = \mathbb{E}[\Lambda(n_e, k_e)] \\
\geq \max\{\mathbb{E}[\Lambda(n_e, k_e) \mathbb{1}(C_e^c \cap L_e \cap A_e)], \mathbb{E}[\Lambda(n_e, k_e) \mathbb{1}(D_e)]\} \\
\geq \min\left\{\frac{a_2 - a_3}{4\epsilon}, \frac{a_1 - a_2}{4\epsilon}\right\}\max\{\mathbb{P}(C_e^c \cap L_e \cap A_e), \hat{\alpha}\mathbb{P}(C_e \cap L_e \cap A_e)\} \\
\geq \min\left\{\frac{a_2 - a_3}{4\epsilon}, \frac{a_1 - a_2}{4\epsilon}\right\}\min\{\hat{\alpha}, 1\}\mathbb{P}(L_e \cap A_e),
\]
so the result follows after one recalls that $\mathbb{P}(L_e, A_e) \geq \alpha$ and takes $\Gamma = \frac{1}{4}\min\{a_2 - a_3, a_1 - a_2\}\min\{\hat{\alpha}, 1\}\alpha$.  

**Appendix B: Proofs of auxiliary lemmas**

*Proof of Lemma 3.* Since $\mathbb{E}[B] = pn$ and $(p + \varepsilon)n \leq k$, for any $u > 0$ we have the tail bound
\[
\mathbb{P}((B - k)_+ \geq u) = \mathbb{P}(B - pn \geq k - pn + u) \leq \mathbb{P}(B - pn \geq \varepsilon n + u),
\]
and Hoeffding’s inequality (see, e.g. Boucheron et al. 2013, Theorem 2.8) implies that
\[
\mathbb{P}((B - k)_+ \geq u) \leq \exp\{-2\varepsilon^2 n - 4\varepsilon u - 2u^2/n\}, \quad \text{for all } (p + \varepsilon)n \leq k.
\]
By integrating both sides for $u \in [0, \infty)$ we then obtain for all $(p + \varepsilon)n \leq k$ that
\[
\mathbb{E}[(B - k)_+] \leq \int_0^\infty \mathbb{P}((B - k)_+ \geq u) \, du \leq \exp\{-2\varepsilon^2 n\} \int_0^\infty \exp\{-4\varepsilon u\} \, du \leq \frac{1}{4\varepsilon}.
\]

To prove the second bound in (8), one applies the first bound to the binomial random variable $B' = n - B$ and the budget $k' = n - k$.  

□
Proof of Lemma 3. The index policy \( \pi_{id} = \{ \pi_{j,t} : j \in [m] \text{ and } t \in [n] \} \) defined by (33) is such that all values greater than or equal to \( a_{j_{id}} \) are selected together with a fraction of the \( a_{j_{id}} \) values. Formally, by Wald’s lemma, we have that

\[
\mathbb{E}[S_{j}^{id,\nu}] = \begin{cases} f_j \mathbb{E}[\nu] & \text{if } j \leq j_{id} - 1 \\ (k/n - \bar{F}(a_{j_{id}}))\mathbb{E}[\nu] & \text{if } j = j_{id} \\ 0 & \text{if } j \geq j_{id} + 1, \\
\end{cases}
\]

where \( S_{j}^{id,\nu} = \sum_{i=1}^{\nu} \sigma_{t}^{id} 1(X_t = a_j) \) is the number of \( a_j \)-candidates selected by the index policy by time \( \nu \). Recall that now that for any policy \( \pi \) we have the inequalities

\[
V_{\pi}^*(n, k) \leq V_{\pi}^*(n, k) \leq DR(n, k) = \sum_{j=1}^{j_{id}-1} a_j f_j n + a_{j_{id}} (k - n \bar{F}(a_{j_{id}})),
\]

so that

\[
V_{\pi}^*(n, k) - V_{\pi}^{id}(n, k) \leq DR(n, k) - V_{\pi}^*(n, k) \leq a_1 \mathbb{E}[n - \nu],
\]

and to bound the regret as desired it suffices to obtain an upper bound for \( \mathbb{E}[n - \nu] \).

Let \( \{ B_t : t \in [n] \} \) be i.i.d Bernoulli random variables with success probability \( q = \sum_{i=1}^{j_{id}-1} f_j + k/n - \bar{F}(a_{j_{id}}) = k/n. \) If

\[
N_r = \sum_{t \in [r]} B_t - qr
\]

is the centered number of candidates the index policy selects by time \( r \), we then have for \( t \geq 0 \) and \( q = k/n \) that,

\[
n - \nu \geq t \quad \text{if and only if} \quad N_{n-\lceil t \rceil} \geq k - q(n - \lceil t \rceil) = q\lceil t \rceil.
\]

In turn, Kolmogorov’s maximal inequality (See, e.g. [Billingsley 1995] Theorem 22.4) tells us that for any \( t > 0 \)

\[
\mathbb{P}\{ n - \nu \geq t\sqrt{n} \} = \mathbb{P}\{ N_{n-\lceil t \sqrt{n} \rceil} \geq q \lceil t \sqrt{n} \rceil \} \leq \mathbb{P}(\sup_{t \in [n]} N_t \geq qt \sqrt{n}) \leq \frac{\mathbb{E}[N_t^2]}{q^2 t^2 n} = \frac{1 - q}{qt^2}.
\]

It then follows that

\[
\mathbb{E}\left[ \frac{n - \nu}{\sqrt{n}} \right] \leq 1 + \int_{1}^{\infty} \mathbb{P}(n - \nu \geq t \sqrt{n}) \, dy \leq \frac{1}{q},
\]

so that \( \mathbb{E}[n - \nu] \leq q^{-1} \sqrt{n} \leq \varepsilon^{-1} \sqrt{n} \) for any \( \varepsilon \in (0, 1) \) and all pairs \( (n, k) \) such that \( \varepsilon \leq k/n. \)

Proof of Lemma 4. The non-adaptive policy \( \hat{\pi} \) that takes all values \( a_1 \) and rejects all others achieves bounded regret. To see this, notice that

\[
\sum_{j=2}^{m} \mathbb{E}^n_j = \sum_{j=2}^{m} \min \{ Z_j^n, (k - \sum_{t \in [j-1]} Z_t^n) \_+ \} = (k - Z_1^n) \_+.
\]
Since the random variable $Z^\tau_1$ is Binomial with parameters $n, f_1$, and $0 \leq k \leq n(f_1 - \epsilon)$, then Lemma 2 implies that

$$\mathbb{E} \left[ \sum_{j=2}^{m} \mathcal{S}_j^\tau \right] = \mathbb{E}[(k - Z^\tau_1)_+] \leq \frac{1}{4\epsilon}.$$ 

In turn, the value of the offline solution for $k \leq n(f_1 - \epsilon)$ satisfies the bound

$$V^*_\text{off}(n, k) \leq a_1 \mathbb{E}[\mathcal{S}_1^\tau] + \frac{a_2}{4\epsilon} = a_1 \mathbb{E}[^\tau \min\{Z^\tau_1, k\}] + \frac{a_2}{4\epsilon}.$$ 

The non-adaptive policy $\pi$ takes all $a_1$ values and none of the others, until it runs out of budget at time $\nu = \min\{r : \sum_{t\in[r]} B_t \geq k \text{ or } r \geq n\}$, so that $\mathbb{E}[S_j^\pi] = 0$ for all $j \geq 2$ and

$$\mathbb{E}[S_1^\pi] = \mathbb{E}\left[ \sum_{t\in[\nu]} B_t \mathbbm{1}(X_t = a_1) \right].$$ 

Furthermore, we have that $S_1^\pi = Z^\tau_1$ if $Z^\tau_1 < k$, and it equals $k$ otherwise. Thus,

$$\mathbb{E}[S_1^\pi] = \mathbb{E}[Z^\tau_1] = \mathbb{E}[\min\{Z^\tau_1, k\}] = \mathbb{E}[\mathcal{S}_1^\tau],$$

so we finally have the bound

$$V^*_\text{off}(n, k) - \frac{a_2}{4\epsilon} \leq a_1 \mathbb{E}[\min\{Z^\tau_1, k\}] = V^*_\text{on}(n, k),$$

just as needed.

**Proof of Lemma 3.** Let $Z$ denote a normal random variable with mean zero and variance 1. Then,

$$|\mathbb{E}(N_n - \Upsilon_\varsigma)_+ - \varsigma \mathbb{E}(Z - \Upsilon)_+| \leq d_W(N_n, \varsigma, Z) = \sup_{h \in \text{Lip}_1} |\mathbb{E}[h(N_n)] - \mathbb{E}[h(\varsigma, Z)]|,$$

where the $\text{Lip}_1$ is the set of Lipschitz-1 functions on $\mathbb{R}$. The random variables $B_1, B_2, \ldots, B_n$ are independent Bernoulli with success probabilities $q_1, q_2, \ldots, q_n$ so that

$$\mathbb{E}[|B_t - q_t|^3] \leq 2q_t(1 - q_t)$$

and

$$\mathbb{E}[|B_t - q_t|^4] \leq 2q_t(1 - q_t)$$

and

$$\sum_{t\in[n]} \mathbb{E}[|B_t - q_t|^3] \leq 2\varsigma_n^2$$

and

$$\sum_{t\in[n]} \mathbb{E}[|B_t - q_t|^4] \leq 2\varsigma_n^2.$$ 

A version of Stein's lemma (see, e.g., [Ross 2011, Theorem 3.6]) for the sum of independent (not necessarily identically distributed) random variables tells us that

$$d_W(N_n/\varsigma_n, Z) \leq \frac{2}{\varsigma_n} + \frac{3\sqrt{2}}{\varsigma_n},$$
so by the homogeneity of the distance function $d_W$, we also have that

$$d_W(N_n; \varsigma_n, Z) = \varsigma_n d_W(N_n/\varsigma_n, Z) \leq 2 + 3\sqrt{2}.$$  

The inequality (40) then implies that

$$\varsigma_n \mathbb{E}[(Z - \Upsilon)_+] - (2 + 3\sqrt{2}) \leq \mathbb{E}[(N_n - \Upsilon \varsigma_n)_+] ,$$  

and one can obtain an immediate lower bound for the left-hand side is by

$$\varsigma_n \Upsilon \mathbb{P}(Z \geq 2\Upsilon) \leq \varsigma_n \mathbb{E}[(Z - \Upsilon)'(Z \geq 2\Upsilon)] \leq \varsigma_n \mathbb{E}[(Z - \Upsilon)_+] .$$  

The left inequality in (34) then follows setting $\beta_1 = \Upsilon \mathbb{P}(Z \geq 2\Upsilon)$. For the right inequality we combine the earlier argument with the symmetry of the normal distribution and the Lipschitz-1 continuity of the map $x \mapsto (-x - \Upsilon \varsigma_n)_+$.

The argument for the second inequality in (35) is standard. Since $\mathbb{E}[N_n] = 0$ and $\mathbb{E}[N_n^2] = \varsigma_n^2$, we have that

$$\mathbb{E}[(N_n + \Upsilon \varsigma_n)^2] \leq \mathbb{E}[(N_n + \Upsilon \varsigma_n)^2] = \varsigma_n^2 + \Upsilon^2 \varsigma_n^2 ,$$  

so taking $\beta_2 = 1 + \Upsilon^2$ concludes the proof.

Proof of Lemma 6. Given a non-adaptive policy $\pi = \{p_{j,t} : j \in [m] \text{ and } t \in [n]\}$ and a constant $M < \infty$ we let

$$M = \min_{j \in [m-1]} |a_j - a_{j+1}|$$  

and

$$\iota = \arg \max_{j \in [n]} |s_j(\pi) - \hat{s}^*_j| ,$$  

and we show that if

$$|s_i(\pi) - \hat{s}^*_i| = \max_{j \in [n]} |s_j(\pi) - \hat{s}^*_j| > \tilde{M} \sqrt{n} ,$$  

then

$$DR(n, k) - V^\pi_{\text{on}}(n, k) > M \sqrt{n} .$$  

We let $j_{id} \in [m]$ be the index such that $\bar{F}(a_{id}) \leq k/n < \bar{F}(a_{id}+1)$. There are two cases to consider: (i) (42) is attained at $\iota \geq j_{id} + 1$ ($k/n < \bar{F}(a_{id}) < \bar{F}(a_{i})$) in which case $0 = \hat{s}^*_i < s_i(\pi)$, and (ii) $\iota \leq j_{id}$ ($\bar{F}(a_{i}) \leq \bar{F}(a_{j_{id}}) \leq k/n$) in which case $0 < \hat{s}^*_i$ and $s_i(\pi) < \hat{s}^*_i$.

We begin with the first case. That is, we assume that (42) is attained for some $\iota \geq j_{id} + 1$ when $s_i^* = 0$, and we obtain that $s_i(\pi) \geq s_i^* + \tilde{M} \sqrt{n} = M \sqrt{n}$. To estimate the gap between $DR(n, k)$ and $V^\pi_{\text{on}}(n, k)$, consider a version of the deterministic relaxation (15) that requires the selection of
at least $\bar{M}\sqrt{n}$ candidates with ability $a_i$ out of the $f_jn$ available. Since $\bar{M} \leq 2\epsilon\sqrt{n}$ we have that $\bar{M}\sqrt{n} \leq f_jn$ for all $j \in [m]$, so we write the optimization problem as

$$
DRC(n, k, \iota) = \max_{s_1, \ldots, s_m} \sum_{j \in [m]} a_j s_j \\
\text{s.t.} \quad 0 \leq s_j \leq \mathbb{E}[Z^n_j] \text{ for all } j \in [m] \\
\bar{M}\sqrt{n} \leq s_i \\
\sum_{j \in [m]} s_j \leq k,
$$

and we obtain that

$$
V^\pi_{on}(n, k) \leq DRC(n, k, \iota) \leq DR(n, k).
$$

The unique maximizer $(\bar{s}_1, \ldots, \bar{s}_m)$ of $DRC(n, k, \iota)$ is given by

$$
\bar{s}_j = \begin{cases} 
    s^*_j & \text{if } j \leq j_{id} - 2 \\
    s^*_{j_{id} - 1} - (\bar{M}\sqrt{n} - s^*_{j_{id}})_+ & \text{if } j = j_{id} - 1 \\
    (s^*_j - \bar{M}\sqrt{n})_+ & \text{if } j = j_{id} \\
    \bar{M}\sqrt{n} & \text{if } j = \iota \\
    0 & \text{otherwise},
\end{cases}
$$

so that the difference between the value of the deterministic relaxation and the value of its constrained version is given by

$$
DR(n, k) - DRC(n, k, \iota) = a_{j_{id} - 1}(\bar{M}\sqrt{n} - s^*_{j_{id}})_+ + a_{j_{id}}[s^*_{j_{id}} - (s^*_{j_{id}} - \bar{M}\sqrt{n})_+] - a_i\bar{M}\sqrt{n}.
$$

Because $j_{id} - 1 < j_{id} \leq \iota - 1 < \iota$, the monotonicity $a_i < a_{i-1} \leq a_{j_{id}} < a_{j_{id} - 1}$ gives us the lower bound

$$
DR(n, k) - DRC(n, k, \iota) \geq a_{j_{id} - 1}\bar{M}\sqrt{n} - a_i\bar{M}\sqrt{n} > [a_{i-1} - a_i]\bar{M}\sqrt{n},
$$

and since $V^\pi_{on}(n, k) \leq DRC(n, k, \iota)$ we have

$$
DR(n, k) - V^\pi_{on}(n, k) > [a_{i-1} - a_i]\bar{M}\sqrt{n} \quad \text{for all } \iota \geq j_{id} + 1. \quad (43)
$$

A similar inequality can be obtained for second case in which when (42) is attained at some index $\iota \leq j_{id}$. In this case we would consider a version of the deterministic relaxation (15) with the additional constraint $s_i \leq nf_i - \bar{M}\sqrt{n}$ or $s_{j_{id}} \leq k - n\bar{F}(a_{j_{id}}) - \bar{M}\sqrt{n}$. This analysis then implies the bound

$$
DR(n, k) - V^\pi_{on}(n, k) > [a_i - a_{i+1}]\bar{M}\sqrt{n} \quad \text{for all } \iota \leq j_{id},
$$

so if we recall (43) and use the definition of $\bar{M}$ in (41) we finally obtain that

$$
DR(n, k) - V^\pi_{on}(n, k) > M\sqrt{n},
$$

concluding the proof of the lemma. \qed

Proof of Lemma\textsuperscript{[7]} Fix any non-adaptive policy $\pi \in \Pi_{na}$ and recall that $S_1^{\pi,\nu}$ is the number of $a_1$-candidates that the policy selects. If

\[
\varphi_{-1}(z_2, \ldots, z_m, k) = \max_{z_2, \ldots, z_m} \sum_{j=2}^{m} a_j s_j \\
\text{s.t.} \quad 0 \leq s_j \leq z_j \text{ for all } j = 2, \ldots, m \\
\sum_{j=2}^{m} s_j \leq k,
\]

then

\[
V_{\pi}^*(n, k) \leq a_1 \mathbb{E}[S_1^{\pi,\nu}] + \mathbb{E}[\varphi_{-1}(Z_2^n, \ldots, Z_m^n, k - S_1^{\pi,\nu})].
\]

(44)

Since $S_1^{\pi,\nu} \leq \mathcal{G}_1^n = \min\{Z_1^n, k\}$, the monotonicity in $k$ of $\varphi_{-1}(\cdot, k)$ gives us the upper bound

\[
\varphi_{-1}(Z_2^n, \ldots, Z_m^n, k - S_1^{\pi,\nu}) \leq \varphi_{-1}(Z_2^n, \ldots, Z_m^n, k - \mathcal{G}_1^n) + a_2(\mathcal{G}_1^n - S_1^{\pi,\nu}),
\]

so when we take expectations and recall (44), we obtain that

\[
V_{\pi}^*(n, k) \leq a_1 \mathbb{E}[S_1^{\pi,\nu}] + \mathbb{E}[\varphi_{-1}(Z_2^n, \ldots, Z_m^n, k - \mathcal{G}_1^n)] + a_2(\mathbb{E}[\mathcal{G}_1^n] - \mathbb{E}[S_1^{\pi,\nu}]).
\]

We now note that $V_{\text{off}}^*(n, k) = a_1 \mathbb{E}[\mathcal{G}_1^n] + \mathbb{E}[\varphi_{-1}(Z_2^n, \ldots, Z_m^n, k - \mathcal{G}_1^n)]$, so when we use this last decomposition in the displayed equation above we conclude that

\[
V_{\pi}^*(n, k) \leq V_{\text{off}}^*(n, k) - (a_1 - a_2) (\mathbb{E}[\mathcal{G}_1^n] - \mathbb{E}[S_1^{\pi,\nu}]).
\]

Let $M = M(\epsilon, a_1, a_2)$ be such that the index policy achieves an $(a_1 - a_2)M\sqrt{n}$ regret (see Lemma\textsuperscript{[3]} with $\epsilon = f_1 + \epsilon$). Then, if $\pi$ is such that $\mathbb{E}[S_1^{\pi,\nu}] < \mathbb{E}[\mathcal{G}_1^n] - M\sqrt{n}$, then

\[
V_{\pi}^*(n, k) \leq V_{\text{off}}^*(n, k) - (a_1 - a_2)M\sqrt{n},
\]

so that $\pi$ cannot be optimal. In other words, the optimal policy must satisfy

\[
\mathbb{E}[S_1^{\pi,\nu}] \geq \mathbb{E}[\mathcal{G}_1^n] - M\sqrt{n}.
\]

(45)

Since $(f_1 + \epsilon)n \leq k$, we have from Lemma\textsuperscript{[2]} that

\[
\mathbb{E}[\mathcal{G}_1^n] = \mathbb{E}[Z_1^n] - \mathbb{E}[(Z_1^n - k)_+] \geq nf_1 - \frac{1}{4\epsilon},
\]

which, together with (45), implies that the optimal non-adaptive policy must have

\[
\sum_{i \in [n]} p_{1,i} f_1 \geq \mathbb{E}[S_1^{\pi,\nu}] \geq nf_1 - \frac{1}{4\epsilon} - M\sqrt{n}.
\]

Since $p_{1,i} f_1 \leq q_i$ for all $i \in [n]$, it follows that there is another constant $M = M(\epsilon, a_1, a_2)$ such that

\[
\sum_{i \in [n]} \left\{ q_i \leq \frac{f_1}{2} \right\} \leq \sum_{i \in [n]} \left\{ p_{1,i} \leq \frac{1}{2} \right\} \leq M\sqrt{n},
\]
concluding the proof of the left inequality of (36).

The argument for the right inequality of (36) is similar. We let

$$\varphi_{-m}(z_1, \ldots, z_{m-1}, k) = \max_{\pi \in \mathcal{P}} \sum_{j=1}^{m-1} a_j s_j$$

s.t. $0 \leq s_j \leq z_j$ for all $j = 1, \ldots, m - 1$

and note that

$$V_{\pi}^\ell(n, k) \leq a_m \mathbb{E}[S_m] + \mathbb{E}[\varphi_{-1}(Z_{1}^n, \ldots, Z_{m}^n, k - S_m)] \leq a_m \mathbb{E}[S_m] + \mathbb{E}[\varphi_{-1}(Z_{1}^n, \ldots, Z_{m}^n, k)].$$

The decomposition $V_{\text{opt}}^\ell(n, k) = \mathbb{E}[\varphi_{-m}(Z_{1}^n, \ldots, Z_{m-1}^n, k)] + a_m \mathbb{E}[\mathcal{S}_m]$, then implies that

$$V_{\pi}^\ell(n, k) \leq V_{\text{opt}}^\ell(n, k) - a_m (\mathbb{E}[\mathcal{S}_m] - \mathbb{E}[S_m]).$$

Here we have that $k \leq (1 - f_m - \epsilon)n$ so Lemma 2 tells us that $\mathbb{E}[\mathcal{S}_m] \leq (4\epsilon)^{-1}$ and if $M = M(\epsilon, a_m)$ is the constant such that the index policy achieves $a_m M \sqrt{n}$ regret, then we see that policy $\pi$ cannot be optimal if $\mathbb{E}[S_m] > M \sqrt{n}$. Since $(1 - p_{m,t}) f_m \leq 1 - q_t$, this observation then gives us another constant $M = M(\epsilon, a_m)$ such that

$$\sum_{\ell \in [n]} \mathbbm{1} \left\{ 1 - q_t \leq \frac{f_m}{2} \right\} \leq \sum_{\ell \in [n]} \mathbbm{1} \left\{ 1 - p_{m,t} \leq \frac{1}{2} \right\} \leq M \sqrt{n},$$

which completes the proof. □

Appendix C: The dynamic programming formulation

Let $v_\ell(w, \kappa)$ denote the expected total ability when $\ell$ candidates are yet to be inspected (the are $\ell$ “periods” to-go), the current level of accrued ability is $w$, and at most $\kappa$ can be selected ($\kappa$ is the residual recruiting budget). The sequence of functions \{ $v_\ell : \mathbb{R}_+ \times \mathbb{Z}_+ \rightarrow \mathbb{R}_+$ for $1 \leq \ell < \infty$ \} then satisfy the Bellman recursion

$$v_\ell(w, \kappa) = \max_{j \in [m]} \{ v_{\ell-1}(w + a_j, \kappa - 1), v_{\ell-1}(w, \kappa) \} f_j,$$

with the boundary conditions

$$v_0(w, \kappa) = w$$

for all $\kappa \in \mathbb{Z}_+$, and $w \geq 0$ and $v_\ell(w, 0) = w$ for all $\ell \in [n]$ and $w \geq 0$.

If $n$ is the number of available candidates and $k$ is the initial recruiting budget, the optimality principle of dynamic programming then implies that

$$V_{\pi}^\ell(n, k) = v_\ell(0, k)$$

for all $n, k \in \mathbb{Z}_+$. 
The Bellman equation (46) implies that the optimal online policy takes the form of a threshold policy, and the next proposition proves that the optimal thresholds depend only on the residual budget, $\kappa$, and not on the accrued ability $w$.

\textbf{Proposition 5 (State-space Reduction).} Let $\{g_\ell : \Z_+ \to \R_+ \text{ for } 1 \leq \ell < \infty\}$ satisfy the recursion

\[
g_\ell(\kappa) = \max\{a_j + g_{\ell-1}(\kappa - 1), g_{\ell-1}(\kappa)\}f_j,
\]

with the boundary conditions

\[
g_0(\kappa) = 0 \text{ for all } \kappa \in \Z_+ \quad \text{and} \quad g_0(0) = 0 \text{ for all } 1 \leq \ell < \infty.
\]

Then,

\[
v_\ell(w, \kappa) = w + g_\ell(\kappa) \quad \text{for all } w \in \R_+ \text{ and } \kappa \in \Z_+.
\]

Consequently, with $\ell$ periods to-go and a residual budget of $\kappa$, it is optimal to select a candidate with ability $a_j$ if and only if

\[
a_j \geq h_\ell(\kappa) \equiv g_{\ell-1}(\kappa) - g_{\ell-1}(\kappa - 1).
\]

Under the optimal online policy, ability levels strictly smaller than $h_\ell(\kappa)$ are skipped and the rest are selected. Since the Markov decision problem (MDP) associated with the Bellman equation (47) is a finite-horizon problem with finite state space and a finite number of actions, this deterministic policy is also optimal within the larger class of non-anticipating policies (See, e.g. Bertsekas and Shreve 1978, Corollary 8.5.1.).

\textbf{Proof of Proposition 5.} This is an induction proof. For $\ell = 1$, we have by (46) that

\[
v_1(w, 0) = w \quad \text{and} \quad v_1(w, \kappa) = w + \sum_{j \in [m]} a_j f_j = w + \E[X_1] \text{ for all } \kappa \geq 1.
\]

Taking

\[
g_1(\kappa) = \begin{cases} 0 & \text{if } \kappa = 0 \\ \E[X_1] & \text{if } \kappa \geq 1, \end{cases}
\]

one has that

\[
v_1(w, \kappa) = w + g_1(\kappa) \quad \text{for all } w \geq 0 \text{ and all } \kappa \in \Z_+.
\]

Next, as induction hypothesis suppose that we have the decomposition

\[
v_{\ell-1}(w, \kappa) = w + g_{\ell-1}(\kappa) \quad \text{for all } w \geq 0 \text{ and all } \kappa \in \Z_+.
\]

If $\kappa = 0$ the decomposition is satisfied with $g_\ell(0) = 0$ and

\[
v_\ell(w, 0) = w + g_\ell(0) = w.
\]
For $\kappa \geq 1$, the Bellman equation (46) and the induction assumption imply
\[
 v_t(w, \kappa) = w + \sum_{j \in [m]} \max \{a_j + v_{t-1}(w + a_j, \kappa - 1) - w - a_j, v_{t-1}(w, \kappa) - w\} f_j
\]
\[
 = w + \sum_{j \in [m]} \max \{a_j + g_{t-1}(\kappa - 1), g_{t-1}(\kappa)\} f_j.
\]
Defining recursively
\[
g_t(\kappa) = \sum_{j \in [m]} \max \{a_j + g_{t-1}(\kappa - 1), g_{t-1}(\kappa)\} f_j \quad \text{for all } \kappa \geq 1,
\]
we then have together with (50) that (49) holds for all $w \geq 0$ and all $\kappa \in \mathbb{Z}_+$. From this argument it also follows that $g_t(\kappa)$ satisfy the recursion (47) with the boundary condition (48). \qed

**Appendix D: Deterministic relaxation revisited**

The subset $T'$ is identified by taking $0 < \epsilon' < \epsilon = \frac{1}{2} \min \{f_m, f_{m-1}, \ldots, f_1\}$, and letting
\[
 T' = \{(n, k) \in T : \bar{F}(a_j) + \epsilon' \leq k/n \leq \bar{F}(a_{j+1}) - \epsilon' \text{ for some } j \in [m]\}.
\]

**Proposition 6 (Deterministic Relaxation Gap).** There exists a constant $M = M(\epsilon, m, a_m, a_{m-1}, \ldots, a_1)$ such that
\[
 0 \leq DR(n, k) - V^*_\text{off}(n, k) \leq M\sqrt{n} \quad \text{for } (n, k) \in T.
\]
Furthermore,
\[
 0 \leq DR(n, k) - V^*_\text{off}(n, k) \leq \frac{a_1 m}{4\epsilon'} \quad \text{for } (n, k) \in T'.
\]

The proof of Proposition 6 requires the following auxiliary lemma.

**Lemma 8.** There exists a constant $M = M(\epsilon, m, a_m, a_{m-1}, \ldots, a_1)$ such that, for all $j \in [m]$,
\[
 \mathbb{E}[\mathcal{G}_j] = \mathbb{E} \left[ \min \left\{ Z_j^n, \left( k - \sum_{i \in [j-1]} Z_i^n \right)_+ \right\} \right] = \min \left\{ \mathbb{E}[Z_j^n], \left( k - \sum_{i \in [j-1]} \mathbb{E}[Z_i^n] \right)_+ \right\} \pm M\sqrt{n}.
\]

In turn,
\[
 \mathbb{E}[\mathcal{G}_j] = s_j^n \pm M\sqrt{n}, \text{ for all } j \in [m].
\]

**Proof.** Let $\xi_j^n = Z_j^n - \mathbb{E}[Z_j^n]$ for all $j \in [m]$ and obtain the representation
\[
 \min \left\{ Z_j^n, \left( k - \sum_{i \in [j-1]} Z_i^n \right)_+ \right\} = \min \left\{ \mathbb{E}[Z_j^n] + \xi_j^n, \left( k - \sum_{i \in [j-1]} \mathbb{E}[Z_i^n] - \sum_{i \in [j-1]} \xi_i^n \right)_+ \right\}.
\]

For any real numbers $a, b, c, d$, we have that
\[
 \min\{a, \max\{c, 0\}\} - |b| - |d| \leq \min\{a + b, \max\{c + d, 0\}\} \leq \min\{a, \max\{c, 0\}\} + |b| + |d|,
\]
so that by setting, \( a = \mathbb{E}[Z^n_j], \ b = \xi^n_j, \ c = k - \sum_{i \in [j-1]} \mathbb{E}[Z^n_i], \ d = -\sum_{i \in [j-1]} \xi^n_i, \) and taking expectations, we have

\[
\mathbb{E}
\left[
\min\left\{ Z^n_j, \left( k - \sum_{i \in [j-1]} Z^n_i \right) + \right\}
\right]
= \mathbb{E}
\left[
\min\left\{ \mathbb{E}[Z^n_j], \left( k - \sum_{i \in [j-1]} \mathbb{E}[Z^n_i] \right) + \right\}
\right] + \sum_{i \notin [j]} \mathbb{E}[\xi^n_i].
\]

For the random variables \( Z^n_1, \ldots, Z^n_m \) we have \( \mathbb{V}[Z^n_j] = \mathbb{E}[(\xi^n_j)^2] = nf_j(1 - f_j) \) for all \( j \in [m], \) and by the Cauchy-Schwartz inequality

\[
\mathbb{E}
\left[
\min\left\{ Z^n_j, \left( k - \sum_{i \in [j-1]} Z^n_i \right) + \right\}
\right]
= \mathbb{E}
\left[
\min\left\{ \mathbb{E}[Z^n_j], \left( k - \sum_{i \in [j-1]} \mathbb{E}[Z^n_i] \right) + \right\}
\right] + \sum_{i \notin [j]} \sqrt{nf_i(1 - f_i)},
\]

and the result follows by setting \( M = \sum_{j \in [m]} \sqrt{f_j(1 - f_j)}. \)

**Proof of Proposition 6.** The first part follows immediately from Lemma 8. Next, for \((n,k) \in T'\) and \( j_{id} \) be the index such that \( \bar{F}(a_{j_{id}}) \leq k/n < \bar{F}(a_{j_{id}+1}), \) the optimal solution \((16)\) of the deterministic relaxation \( DR(n,k) \) is given by

\[
s^*_j = \begin{cases} 
\mathbb{E}[Z^n_j] & \text{if } j \leq j_{id} - 1 \\
k - \sum_{i \notin [j-1]} \mathbb{E}[Z^n_i] & \text{if } j = j_{id} \\
0 & \text{otherwise.}
\end{cases}
\]

(51)

To estimate the deterministic-relaxation gap when \((n,k) \in T'\) it suffices to study the differences \( s^*_j - \mathbb{E}[\mathcal{G}^n_j] = \mathbb{E}[Z^n_j - \mathcal{G}^n_j] \) for \( j \leq j_{id} - 1 \) and \( s^*_{j_{id}} - \mathbb{E}[\mathcal{G}^n_{j_{id}}] = \mathbb{E}[k - \sum_{i \in [j_{id}-1]} Z^n_i - \mathcal{G}^n_{j_{id}}]. \) Recalling the definition of \( \mathcal{G}^n_j \) in \((3)\) we have

\[
0 \leq Z^n_j - \mathcal{G}^n_j \leq \begin{cases} 
0 & \text{if } k - \sum_{i \in [j-1]} Z^n_i \geq Z^n_j \\
\sum_{i \notin [j]} Z^n_i - k & \text{if } k - \sum_{i \notin [j-1]} Z^n_i < Z^n_j.
\end{cases}
\]

In particular,

\[
0 \leq Z^n_j - \min\left\{ Z^n_j, (k - \sum_{i \in [j-1]} Z^n_i) + \right\} \leq \left( \sum_{i \notin [j]} Z^n_i - k \right)_+.
\]

Taking expectations on both sides, and recalling \((51)\) for \( j \leq j_{id} - 1, \) we have

\[
0 \leq s^*_j - \mathbb{E}[\mathcal{G}^n_j] \leq \mathbb{E}\left[ \left( \sum_{i \notin [j]} Z^n_i - k \right)_+ \right].
\]

For such \( j < j_{id} - 1 \) the sum \( \sum_{i \notin [j]} Z^n_i \) is a Binomial random variable with \( n \) trials and success probability \( \bar{F}(a_{j+1}) \leq \bar{F}(a_{j_{id}}), \) so because \((n,k) \in T'\) and \((\bar{F}(a_{j_{id}}) + \epsilon')n \leq k, \) we obtain from \((8)\) that

\[
s^*_j = \mathbb{E}[\mathcal{G}^n_j] \pm \frac{1}{4\epsilon'}, \quad \text{for all } j \leq j_{id} - 1.
\]

(52)
Similarly,
\[
\{k - \sum_{i \in [J_{jd}-1]} Z_i^n\} \leq \mathcal{G}_{jd}^n = \max\{k - \sum_{i \in [J_{jd}]} Z_i^n, \min\{0, k - \sum_{i \in [J_{jd}-1]} Z_i^n\}\},
\]
so we have the two inequalities
\[
\min\left\{0, k - \sum_{i \in [J_{jd}-1]} Z_i^n\right\} \leq \left\{k - \sum_{i \in [J_{jd}-1]} Z_i^n\right\} - \mathcal{G}_{jd}^n \leq \max\left\{k - \sum_{i \in [J_{jd}]} Z_i^n, 0\right\}.
\]
Here, the two sums \(\sum_{i \in [J_{jd}-1]} Z_i^n\) and \(\sum_{i \in [J_{jd}]} Z_i^n\) are again Binomial random variables with \(n\) trials and success probabilities given, respectively, by \(\bar{F}(a_{jd})\) and \(\bar{F}(a_{jd+1})\). Taking expectations and using \(\bar{F}(a_{jd}) + \epsilon' \leq k/n \leq \bar{F}(a_{jd+1}) - \epsilon'\), Lemma 2 guarantees that
\[
-\frac{1}{4\epsilon'} \leq k - \sum_{i \in [J_{jd}-1]} \mathbb{E}[Z_i^n] - \mathbb{E}[\mathcal{G}_{jd}^n] \leq \frac{1}{4\epsilon'}.
\]
In turn, the representation (51) for \(s_{jd}^*\) implies that
\[
s_{jd}^* = \mathbb{E}[\mathcal{G}_{jd}^n] = \frac{1}{4\epsilon'}.
\]
(53)
Combining the estimates (52) and (53) then give us that
\[
DR(n, k) - V_{off}^*(n, k) \leq \frac{a_1m}{4\epsilon'} \quad \text{for all } (n, k) \in \mathcal{T'},
\]
just as needed to complete the proof of the proposition. \(\square\)