Using Automatic Differentiation to Create a Nonlinear Reduced-Order-Model Aerodynamic Solver
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A novel nonlinear reduced-order-modeling technique for computational aerodynamics and aeroelasticity is presented. The method is based on a Taylor series expansion of a frequency-domain harmonic balance computational fluid dynamic solver residual. The first- and second-order gradient matrices and tensors of the Taylor series expansion are computed using automatic differentiation via FORTRAN 90/95 operator overloading. A Ritz-type expansion using proper orthogonal decomposition shapes is then used in the Taylor series expansion to create the nonlinear reduced-order model. The nonlinear reduced-order-modeling technique is applied to a viscous aerelastic NLR 7301 airfoil model to determine limit cycle oscillations. Computational times are decreased from hours to seconds using the nonlinear reduced-order model.

Nomenclature

- \( b, c \) = semichord and chord
- \( \bar{c}_{m1} \) = unsteady moment coefficient
- \( \bar{h}_0, \bar{\alpha}_0 \) = zeroth harmonic or mean airfoil plunge and pitch amplitude
- \( \bar{h}_1, \bar{\alpha}_1 \) = first harmonic unsteady airfoil plunge and pitch amplitude
- \( M_\infty \) = freestream Mach number
- \( \bar{p}_1 \) = unsteady pressure
- \( \text{Re}, \text{Im} \) = real and imaginary parts
- \( Re_\infty \) = freestream Reynolds number
- \( U_\infty \) = freestream velocity
- \( \omega, \bar{\omega} \) = frequency and reduced frequency based on airfoil chord \( \bar{\omega} = \omega c / U_\infty \)

I. Introduction

Computational fluid dynamic (CFD) models are becoming ever larger. Models with on the order of tens of millions of mesh points are now common. There is even talk of billion-point mesh models coming into existence in the near future. Although the ability to create and solve such large and dense mesh CFD models is of great benefit in modeling flows about complex geometric configurations, very long computational run times are typically required, and this makes the use of such models impractical for a great many engineering analysis and design problems.

In response to this challenge, in recent years, substantial research has been conducted in developing reduced-order models (ROMs) of high-dimensional CFD models with the goal of reducing computational times by orders of magnitude (see Dowell and Tang [1]). Dowell and Hall [2], Lucia et al. [3], and Barone and Payne [4]). These ROMs are proving to be of great value, particularly for unsteady aerodynamic and aeroelastic analysis. CFD model systems, which can easily be on the order of millions of degrees of freedom (DOF), have been reduced to systems with as few as a dozen DOF while still retaining essentially the same accuracy as the full CFD model (see Willcox and Peraire [5], Thomas et al. [6,7], and Lieu and Farhat [8]).

Typically, these ROMs have been constructed for linearized time- or frequency-domain small-disturbance solvers that are dynamically linearized about some nonlinear stationary background flow state, which may include nonlinear steady flow features such as shocks and boundary layers. These ROMs are of great value for aeroelastic flutter onset analysis, for example, reducing the computational times by several orders of magnitude. Much of the work in recent years by the aeroelasticity group at Duke University has been directed toward the development of ROMs for linearized frequency-domain flow solvers.

The next major step in ROM development is to construct ROMs for dynamically nonlinear solvers for modeling those cases in which the amplitude of the unsteady flow oscillation is large and/or large changes occur in the mean background flow. Such ROMs are essential for matched-point flutter onset analysis as well as nonlinear limit cycle oscillation (LCO) analysis. These nonlinear ROMs will also be of great benefit for configuration design optimization for both steady and unsteady flows.

II. Objective

Our goal is the development of an accurate dynamically nonlinear ROM that will enable the rapid modeling of steady and unsteady aerodynamic flows and the associated fluid forces, particularly in the transonic Mach number region. Of particular interest is developing a method for rapidly determining the steady and unsteady aerodynamic forces created by large variations in steady flow parameters such as Mach number, angle of attack, and Reynolds number, as well as unsteady flow parameters such as unsteady frequency and unsteady plunge and/or pitch motion amplitudes or, more generally, changes in dynamic structural deformations. A complementary objective is to then couple the nonlinear ROM with a structural model for aeroelastic flutter, gust response, and LCO analysis.

III. Nonlinear ROM Methodology

Our approach is to construct a nonlinear ROM based on a Taylor series expansion of a given computational fluid dynamic solver residual in terms of the relevant model parameters. The method is similar in concept to the approach presented by Chen and White [2].
In the present case, we are using a nonlinear frequency-domain harmonic balance (HB) CFD solution method created at Duke University (Hall et al. [10] and Thomas et al. [11]). However, a time-domain CFD solver could be treated using a similar approach. A unique aspect of the method is that computational routines used to compute the matrices and tensors of the Taylor series expansion are created using automatic differentiation. Then a Ritz-type expansion using proper orthogonal decomposition shapes is used in conjunction with the Taylor series expansion to create the dynamically nonlinear reduced-order model. A special and very attractive feature of the method is that, in principle, it can be implemented within existing CFD solvers with minimal changes to the CFD solver code.

In recent years, the Duke University aeroelasticity research group has been active in the development of ROMs for linearized unsteady frequency-domain computational flow solvers [6,7,12]. These linearized unsteady frequency-domain computational flow solvers are capable of modeling unsteady aerodynamics as a result of infinitesimal structural motions for a fixed background steady flow condition. Although such methods are useful for aeroelastic flutter onset computations at fixed Mach numbers, they are not capable of treating large-amplitude structural motions for a prescribed frequency (see Hall et al. [10], Thomas et al. [11], and McMullen and Jameson [14] for further details). The harmonic balance technique is implemented within the framework of a conventional time-domain CFD solver, and it provides an efficient method for modeling nonlinear unsteady aerodynamic effects brought about by finite amplitude structural motions of a prescribed frequency (see Hall et al. [10], Thomas et al. [11], and McMullen and Jameson [14] for further details).

The HB/CFD solver can be considered as a vector residual operator of the form

\[ \mathbf{N} (\mathbf{Q}, \mathbf{L}) = 0 \]  

where \( \mathbf{N} \) is the nonlinear vector residual operator of the HB/CFD method,

\[ \mathbf{N} = \begin{bmatrix} N_1 \\ N_2 \\ \vdots \\ N_{N_{DOF}} \end{bmatrix} \]  

and \( \mathbf{Q} \) is the discrete HB/CFD solution:

\[ \mathbf{Q} = \begin{bmatrix} Q_1 \\ Q_2 \\ \vdots \\ Q_{N_{DOF}} \end{bmatrix} \]  

The number of degrees of freedom of the HB/CFD model, \( N_{DOF} \), is the number of mesh points \( N_{\text{mesh}} \) times the number of equations being solved at each mesh point \( N_{\text{eq}} \) (\( N_{DOF} = N_{\text{mesh}} \times N_{\text{eq}} \)). The vector \( \mathbf{L} \) represents the HB/CFD flow solver input parameters:

\[ \begin{bmatrix} M_{\infty} \\ R_{\infty} \\ \bar{u}_0 \\ \bar{h}_1/b \\ \bar{u}_1 \\ \vdots \end{bmatrix} \]  

V. Nonlinear ROM Formulation

First described by Thomas et al. [13], we again present the nonlinear ROM formulation for the sake of clarity. We first consider a specific vector of flow solver input parameters \( \mathbf{L}_0 \), and we call the solution associated with this set of HB/CFD solver input parameters \( \mathbf{Q}_0 \) as such satisfies

\[ \mathbf{N} (\mathbf{Q}_0, \mathbf{L}_0) = 0 \]  

Next, we consider a slightly different set of input parameters, which we call \( \mathbf{L}_1 \). Our objective is to be able to rapidly compute the new HB/CFD flow solution \( \mathbf{Q}_1 \) corresponding to \( \mathbf{L}_1 \) using reduced-order modeling.

The concept behind the Duke NROM approach is to first do a Taylor series expansion for \( \mathbf{N}(\mathbf{Q}_1, \mathbf{L}_1) \) about \( \mathbf{N}(\mathbf{Q}_0, \mathbf{L}_0) \). For each element of \( \mathbf{N} (\mathbf{Q}_1, \mathbf{L}_1) \), the Taylor series expansion can be expressed as

\[ N_i (\mathbf{Q}_1, \mathbf{L}_1) = N_i (\mathbf{Q}_0, \mathbf{L}_0) + \left. \frac{\partial N_i}{\partial \mathbf{Q}_j} \right|_{\mathbf{Q}_0, \mathbf{L}_0} \Delta \mathbf{Q}_j + \left. \frac{\partial N_i}{\partial \mathbf{L}_j} \right|_{\mathbf{Q}_0, \mathbf{L}_0} \Delta \mathbf{L}_j \]

\[ + \frac{1}{2} \left. \frac{\partial^2 N_i}{\partial \mathbf{Q}_j \partial \mathbf{Q}_k} \right|_{\mathbf{Q}_0, \mathbf{L}_0} \Delta \mathbf{Q}_j \Delta \mathbf{Q}_k + \frac{1}{2} \left. \frac{\partial^2 N_i}{\partial \mathbf{L}_j \partial \mathbf{L}_k} \right|_{\mathbf{Q}_0, \mathbf{L}_0} \Delta \mathbf{L}_j \Delta \mathbf{L}_k \]

\[ + \text{H.O.T.} = 0 \]

where \( N_i \) is the \( i \)th element of the HB/CFD residual vector \( \mathbf{N} \),

\[ \Delta \mathbf{Q}_j = \mathbf{Q}_{ji} - \mathbf{Q}_{jo} \]

\[ \Delta \mathbf{L}_j = \mathbf{L}_{ji} - \mathbf{L}_{jo} \]

and H.O.T. denotes third- and higher-order Taylor series expansion terms. We currently truncate the series to second-order; however, higher-order terms can be retained.

Next, we assume a Ritz-type expansion for \( \Delta \mathbf{Q} \). That is, \( \Delta \mathbf{Q} \) is expanded as

\[ \Delta \mathbf{Q} = \mathbf{P} \Delta \mathbf{v} \]

where \( \mathbf{P} \) is a \( N_{DOF} \times N_e \) matrix consisting of \( N_e \) proper orthogonal decomposition (POD) mode shapes as column vectors. (See Hall et al. [12] and Thomas et al. [6] for further details on how POD mode shapes are created from flow solution snapshots.) This expansion can also be written as

\[ \Delta \mathbf{Q}_j = \left. \frac{\partial \mathbf{P}}{\partial \mathbf{v}_m} \right|_{\mathbf{v}_m} \]

We next let \( \mathbf{r} \) be the vector defined by

\[ \mathbf{r} = \mathbf{P}^T \mathbf{N} \]
Equation (13) is the NROM system, and we use the Newton–Raphson technique to solve for $v$. We currently use FORTRAN 90/95 operator overloading to compute the Jacobians and tensors in Eq. (13). In Thomas et al. [13], we originally used an automatic differentiation tool known as TAPENADE [15] to derive the Jacobians and tensors in Eq. (13). We have recently switched to using FORTRAN 90/95 operator overloading (see, for example, Griewank [16]), and we like this approach a bit more since we are no longer dependent on a third-party external software tool to generate the gradient code. And furthermore, if we make any changes to our nominal CFD flow solver code, the resulting gradient Jacobians and tensors will reflect these changes. There is no need to generate new gradient code. Appendix A shows a simple example of how FORTRAN 90/95 operator overloading can be used to compute first- and second-order derivatives.

**VI. NLR 7301 Airfoil Configuration**

We first consider the application of the NROM technique to a transonic viscous flow about a real-world airfoil configuration. This airfoil configuration, the NLR 7301, has recently been studied experimentally for aeroelastic limit cycle oscillations (see Dietz et al. [17, 18] and Schewe et al. [19]). Our research group has also recently conducted computational investigations of the nonlinear aeroelastic LCO response of this airfoil configuration (see Thomas et al. [20]). Our ultimate objective is to apply the NROM technique to our aeroelastic LCO solver to greatly reduce the computational time for computing nonlinear aeroelastic solutions.

For the NLR 7301 airfoil configuration, we consider a viscous transonic flow with a Mach number of $M_\infty = 0.75$, mean angle of attack of $\alpha_0 = 0.2^\circ$, and a Reynolds number of $Re_\infty = 1.727 \times 10^6$. For the unsteady portion of the flow, we consider pitching about the quarter-chord for a first harmonic unsteady pitch amplitude of $\alpha_1 = 3^\circ$ at a reduced frequency of $\tilde{\omega} = 0.3$. The flow conditions correspond roughly to a LCO condition as predicted by Thomas et al. [20]. Thus, we consider a nominal flow $Q_0$ based on a nominal set input parameters $L_0$ given by

$$L_0 = \begin{bmatrix} M_\infty = 0.75 \\ \alpha_0 = 0.2^\circ \\ Re_\infty = 1.727 \times 10^6 \\ \tilde{\omega} = 0.3 \\ h_1/b = 0 \\ \alpha_1 = 3^\circ \end{bmatrix}$$

(Figure 1a shows the computational grid, and Fig. 1b shows computed mean flow Mach number contours for the NLR 7301 airfoil configuration for the $L_0$ input parameter flow conditions. We next consider an alternate flow $Q_1$ based on a set of input parameters $L_1$ that are slightly different from the $L_0$ flow solver input parameter conditions. Our objective is to compare first-order linear ROM results to second-order NROM results.

**VII. NROM Results When Varying Multiple Independent Variables**

We next consider a case in which we vary multiple HB/CFD flow solver independent variables. In this instance, we vary Mach number, mean angle of attack, unsteady reduced frequency, and unsteady pitch amplitude. We arbitrarily choose the input parameters $L_1$ to be

$$L_1 = \begin{bmatrix} M_\infty = 0.79 \\ \alpha_0 = 0.05^\circ \\ Re_\infty = 1.727 \times 10^6 \\ \tilde{\omega} = 0.225 \\ h_1/b = 0 \\ \alpha_1 = 3.75^\circ \end{bmatrix}$$

The changes in Mach number, mean angle of attack, unsteady reduced frequency, and unsteady pitch amplitude between the $L_1$ and
Conditions correspond roughly to the same range of changes in HB/CFD versus reduced velocity $/0.0136$.

We then also consider two and $/0.0136$ and 0.2, and two corresponding to the input parameters along with the same POD mode shapes. NROM is more accurate than the intervals. Our objective is to demonstrate that the second-order ROM, particularly for the imaginary part of the surface pressure.

**VIII. NLR 7301 Aeroelastic Airfoil Configuration**

One of the main objectives of developing the NROM technique is to provide an alternative to direct CFD computations for nonlinear unsteady aerodynamic modeling, which is a necessary ingredient for nonlinear aeroelastic limit cycle oscillation prediction. For demonstration purposes of the NROM methodology, we consider the NLR 7301 aeroelastic airfoil configuration of Dietz et al. [17,18] and Schewe et al. [19]. We also use the Newton–Raphson nonlinear frequency-domain aeroelastic solution technique presented by Thomas et al. [20].

Figure 4 shows LCO pitch amplitude $/0.0011$ versus reduced velocity $V$ response trends for the NLR 7301 aeroelastic airfoil configuration. Shown are computed results for both inviscid and viscous models (from Thomas et al. [20]), in addition to an experimental result and two other computational studies. Clearly, viscous effects are important for predicting LCO. The goal is to use the NROM technique to model a portion of the viscous LCO response curve shown in Fig. 4.

As a first step, we consider using the NROM to model LCO about the full CFD model $/0.0011$ pitch amplitude ($/0.0014$) viscous-case data.
point. The computed aeroelastic LCO full HB/CFD model input parameter $L$ conditions at the computed data point are

$$L = \begin{cases} 
M_{\infty} = 0.75 \\
\alpha_0 = 0.220451^\circ \\
\dot{\alpha} = 0.293580 \\
\text{Re}(\hat{h}/b) = 0.0595759 \\
\text{Im}(\hat{h}/b) = 0.00630462 \\
\text{Re}(\hat{a}_1) = 3^\circ \\
\text{Im}(\hat{a}_1) = 0^\circ 
\end{cases} \quad (16)$$

We next consider the nominal flow $Q_0$ as used for the NROM to be based on a nominal set of input parameters $L_0$ given by

$$L_0 = \begin{cases} 
M_{\infty} = 0.75 \\
\alpha_0 = 0.2^\circ \\
\dot{\alpha} = 0.29 \\
\text{Re}(\hat{h}/b) = 0.06 \\
\text{Im}(\hat{h}/b) = 0.006 \\
\text{Re}(\hat{a}_1) = 3^\circ \\
\text{Im}(\hat{a}_1) = 0^\circ 
\end{cases} \quad (17)$$

which are very close to the ($\alpha_1 = 3^\circ$) LCO condition full HB/CFD model solution results.

Next, we compute solution snapshots for input parameters in the ranges of

$$L = \begin{cases} 
M_{\infty} = 0.75 \\
\alpha_0 = 0.2^\circ \pm 0.1^\circ \\
\dot{\alpha} = 0.29 \pm 0.03 \\
\text{Re}(\hat{h}/b) = 0.06 \pm 0.01 \\
\text{Im}(\hat{h}/b) = 0.006 \pm 0.003 \\
\text{Re}(\hat{a}_1) = 0.5, 1.0, \ldots, 5.0^\circ \\
\text{Im}(\hat{a}_1) = 0^\circ 
\end{cases} \quad (18)$$

This leads to 17 snapshots from which we can construct 17 POD vectors for the NROM. In this case, the objective of this range of snapshots has been to enable the NROM to be able to model LCO in the range of a couple of degrees of unsteady pitch amplitude $\hat{a}_1$ about the $\alpha_1 = 3^\circ$ LCO condition.

Once the NROM has been constructed, it can be implemented within the aeroelastic solver. One simply substitutes calls normally made to the direct CFD solver with calls to the NROM.

Figure 5 shows computed LCO pitch amplitude $\hat{a}_1$ versus reduced velocity $\hat{V}$ response trends using first-order linear ROM and second-order NROM models. As can be seen, the second-order NROM very well matches the full CFD model results about the $\hat{a}_1 = 3^\circ$ LCO condition, even up to a LCO pitch amplitude of $\hat{a}_1 = 4.5^\circ$. The computational expense of the NROM approach is only on the order of seconds as compared to the order of several hours, or even days, for the full HB/CFD model, for each data point in Fig. 5.

The major cost, however, for the nonlinear ROM (and linear ROM, likewise) is in computing the solution snapshots, which are necessary to construct the POD mode shapes. Each solution snapshot can take on the order of several thousand or even tens of thousands of iterations of the nominal HB/CFD solver.

To give the reader a sense of the computational cost of constructing the nonlinear ROM, let us say we can compute one CFD iteration per second. It usually takes on the order of 10,000 iterations to converge the residual of an unsteady harmonic balance CFD solution by six or more orders of magnitude, which is a level more than sufficient for solution convergence. So computing the 17 snapshots in the current example takes approximately 48 h (17 solutions times 10,000 iterations/solution times 1 s/iteration = 170,000 s, or approximately two days). Next, if we use all 17 POD vectors as computed from the 17 snapshots, then constructing the first-order Jacobians in Eq. (13) will take approximately 17 s, and constructing the second-order tensor terms in Eq. (13) will take about 172 s, or approximately 5 min. Computing the LCO curve by solving the resulting NROM then takes approximately 2–3 s for each data point.

**IX. Conclusions**

A method for creating a nonlinear reduced-order model of a computational fluid dynamic flow solver is presented. The technique is based on a Taylor series expansion of the flow solver residual together with a Ritz-type expansion using proper orthogonal decomposition shapes. Automatic differentiation is used to derive the Taylor series expansion of the fluid dynamic solver residual. Limit cycle oscillations for viscous flow about a NLR 7301 airfoil aeroelastic model have been determined with computational times for the reduced-order model on the order of seconds compared to hours for the full CFD model.

**Appendix A: Sample FORTRAN 90/95 Operator Overloading Code for Computing Derivatives**

Figure A1 is a simple example of FORTRAN 90/95 operator overloading code. In this example, we overload the multiplication operator (*) to compute both first- and second-order gradients of a function. Division (/), addition (+), subtraction (−), power (**), and intrinsic functions (sine, cosine, absolute value, etc.) can also be treated in a similar manner.
Fig. A1 Example of FORTRAN 90/95 operator overloading code.

When we run the example FORTRAN 90/95 operator overloading code, we obtain the following output:

derivatives of f=x*x for x=3:

\[ f(x) = x^2 \]
\[ df/dx = 2x \]
\[ d^2f/dx^2 = 2 \]

which are the correct answers for

\[ f(x) = x^3 \]
\[ df/dx = 3x^2 \]
\[ d^2f/dx^2 = 6x \]

For our nonlinear ROM code, we have written operator overloading code that can treat all the mathematical elements of the nominal harmonic balance flow solver code.
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