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Abstract—In this paper, we address the problem of controlling a network of mobile sensors to estimate a collection of hidden states to a user-specified accuracy. The mobile sensors simultaneously take measurements of the hidden states, fuse them in a distributed filter, and plan their next views in order to minimize expected uncertainty. This formulation leads to an optimization problem with as many coupled LMI constraints as the number of hidden states. The network solves this problem by means of a new distributed random approximate projections method that is robust to the state disagreement errors that will exist among the robots as the distributed filter fuses the collected measurements and is computationally light enough to handle large numbers of hidden states.

I. INTRODUCTION

In this paper, we control a robotic sensor network to estimate a large collection of hidden states so that desired accuracy thresholds and confidence levels are satisfied. We require that estimation and control are completely distributed, i.e., beliefs and control actions are decided upon locally through pairwise communication among robots in the network. A common assumption in problems like the one discussed herein is that observations depend linearly on the state and are corrupted by Gaussian noise as well as that the sensors are self localized [1]–[5]. Under these assumptions, a typical approach to estimate a set of hidden states is to use an Information Filter (IF). The role of the IF is to fuse new linear-Gaussian observations of the hidden states with a prior Gaussian distribution to create a minimum-variance posterior Gaussian distribution. Typically, the linear-Gaussian observations are subject to error covariance that is a function of, e.g., viewing position, angle of incidence, and the sensing modality. Several such models have been proposed in the robotics and sensing literature, cf. [1]–[5], but regardless of the specific model used for the measurement covariance, the IF combines the data among the nodes in the network in an additive way, so that it is readily decentralized; see, e.g., Information Consensus Filtering (ICF) [6].

The dependence of the measurement model on the sensor state has been widely used to obtain planning algorithms that, given a history of measurements, determine the next best set of observations of a hidden state [1]–[5]. The objective is that this new set of observations optimizes an information-theoretic criterion of interest. In this paper, we choose to maximize the minimum eigenvalue of the posterior information matrix, which minimizes the directional variance of every hidden state, as opposed to, e.g., the trace [1], [2], determinant [4], or a coverage-related objective [5]. This allows us to set a threshold for accuracy and control the sensor network to drive the error below that threshold. We express this requirement by reformulating the problem as a Linear Matrix Inequality (LMI) constrained optimization problem. Specifically, we introduce as many LMI constraints as the number of hidden states, that are coupled with respect to the sensors via an ICF that estimates the uncertainty of each hidden state using the sensor measurements. To solve this problem, we propose a new distributed optimization algorithm, which we call random approximate projections, that is robust to the state disagreement errors that exist among the robots as the ICF fuses the collected measurements. Our method, that extends our previous work in [7] and [8], requires only weak connectivity of the communication graph, is computationally light, and can handle large systems of coupled LMIs under disagreement errors, for which no distributed methods currently exist in the literature.

Relevant work in the area of distributed sensor planning and estimation include SLAM [9], localization [3], [10], coverage [5], mobile target tracking [1], [2], [4], [11], and classification [12]. In the general case, sampling is needed in order to reason over possible posteriors [10]–[12]. If self localization uncertainty is also taken into account, a decentralized Partially Observable Markov Decision Process (dec-POMDP) can be formulated for sensor planning [13]. Dec-POMDPs typically require a centralized coordinator and do not scale well with the number of targets and agents. In this paper, and in much of the relevant literature [1]–[4], it is assumed that the posteriors for the hidden states are Gaussian, and that the sensor is self localized. To our knowledge, the ability to control worst-case estimation uncertainty for large numbers of states in a distributed fashion is new.

The paper is organized as follows. Section II formulates the problem. Then, Section III develops the proposed distributed method to maximize the minimum eigenvalue of the information matrix. Section IV states assumptions and main convergence results and shows that the proposed algorithm converges to the optimal point. Section V provides simulations of a landmark localization and mapping problem.

II. PROBLEM FORMULATION

Consider the problem of estimating \( m \) stationary hidden states \( \{x_i \in \mathbb{R}^p \}_{i \in I} \) using noisy observations from \( n \) mobile sensors, where \( p \) is the dimension of the hidden states and \( I = \{1, \ldots, m\} \). Denote the locations of the mobile sensors at time \( t \) by \( \{r_s(t) \in \mathbb{R}^q \}_{s \in S} \), where \( q \) is the dimension of the sensors’ configuration space and \( S = \{1, \ldots, n\} \). The
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observation of state $i$ by sensor $s$ at time $t$ is given by

$$y_{i,s}(t) = x_i + \zeta_{i,s}(t).$$

(1)

We assume that the measurement errors are Normally distributed so that $\zeta_{i,s}(t) \sim \mathcal{N}(0, Q(r_s(t), x_i))$, where $Q: \mathbb{R}^q \times \mathbb{R}^p \to \text{Sym}_+(p, \mathbb{R})$ denotes the measurement precision matrix, or information matrix (not the covariance), and $\text{Sym}_+(p, \mathbb{R})$ is the set of $p \times p$ symmetric positive semidefinite real matrices. We also assume that if signal $x_i$ is out of range of sensor $s$, then the function $Q$ returns the information matrix $0_{p \times p}$, corresponding to infinite variance. Denote the set of all observations at time $t$ by $\mathcal{O}(t) \triangleq \{ (y_{i,s}(t), Q(r_s(t), x_i)) \}_{i \in \mathcal{I}, s \in \mathcal{S}}$.

Moreover, let $\hat{x}_i(t)$ denote the estimate of $x_i$ at time $t$ and $S_i(t)$ denote the information matrix corresponding to the estimate $\hat{x}_i(t).$ We assume that initial values for the pair $(\hat{x}_i(0), S_i(0))$ are available a priori. Let also $\hat{x}(t) \in \mathbb{R}^{qn}$ denote the stack vector of all estimates $\hat{x}_i(t)$ and $S(t) \in \text{Sym}_+(p, \mathbb{R}) \times \cdots \times \text{Sym}_+(p, \mathbb{R}) \triangleq (\text{Sym}_+(p, \mathbb{R})^m)^m$ denote the collection of all information matrices $S_i(t)$ at time $t$. Then, the global data at time $t$ can be captured by the set $\mathcal{D}(t) \triangleq (\hat{x}(t), S(t))$.

Given prior data $\mathcal{D}(t-1)$ known by all sensors, and observations $\mathcal{O}(t-1)$, the current set of data $\mathcal{D}(t)$ can be determined in a distributed way using an Information Consensus Filter (ICF) [6] as

$$\mathcal{D}(t-1), \mathcal{O}(t-1)) \xrightarrow{\text{ICF}} \mathcal{D}(t).$$

(2)

Then, the goal is to control the next set of observations $\mathcal{O}(t)$ in order to reduce the future uncertainty in $\mathcal{D}(t+1)$. We can achieve this goal by controlling the mobile sensors and, therefore, the expected information $\{ Q(r_s(t), \hat{x}_i(t)) \}_{i \in \mathcal{I}, s \in \mathcal{S}}$ associated with the observations $\{ y_{i,s}(t) \}_{i \in \mathcal{I}, s \in \mathcal{S}}$. Specifically, let $r_s(t) = r_s(t-1) + u_s$ denote the motion model of sensor $s$, where $u_s \in \mathbb{R}^q$ is a candidate control input used to drive sensor $s$ to a new position $r_s(t)$. Then, our goal is to maximize the minimum eigenvalues of the information matrices in $\mathcal{D}(t+1)$ that, for each hidden state $i$, are given by

$$S_i(t+1) = S_i(t) + \sum_{s \in \mathcal{S}} Q(r_s(t-1) + u_s, \hat{x}_i(t)).$$

(3)

We assume that the set of feasible controls $\mathcal{U}_s \supseteq \mathbf{0}$ is compact and has diameter less than $\delta$ for some $\delta > 0$ and that $u_s \in \mathcal{U}_s$. Define $\mathcal{U} \triangleq \prod_{s \in \mathcal{S}} \mathcal{U}_s$ and let $u \in \mathbb{R}^{qn}$ denote the stack of all controllers $u_s$. Additionally, define the set $\Gamma \triangleq \prod_{i \in \mathcal{I}} [0, \tau_i]$, where $\tau_i$ represent the given user-specified estimation thresholds for each hidden state $i$, and define $\gamma \triangleq (\gamma_1, \ldots, \gamma_m)^\top \in \mathbb{R}^m$. With the new notation, the problem we consider in this paper can be defined as

$$\begin{align*}
\max_{(\gamma, u) \in \Gamma \times \mathcal{U}} & \sum_{i \in \mathcal{I}} \gamma_i \\
\text{s.t.} & \gamma_i I \preceq S_i + \sum_{s \in \mathcal{S}} Q(r_s + u_s, \hat{x}_i) \quad \forall i \in \mathcal{I},
\end{align*}$$

(4a)

where we have dropped dependence on the time $t$ for notational convenience. For the explicit references to time in (4b) see [3]. The symbol $\preceq$ denotes an ordering on the negative semidefinite cone, i.e., $A \preceq B$ if and only if $A - B$ is negative semidefinite.

III. CONCURRENT ESTIMATION AND SENSOR PLANNING

To simplify the nonlinear semidefinite program in problem (4), we use the first order approximation to $Q(\cdot, \hat{x}_i)$ about the input $u_s = 0$. Specifically, we define

$$h : \mathbb{R}^{m+qn} \times (\mathbb{R}^{pm} \times (\text{Sym}_+(p, \mathbb{R}))^m) \times \mathcal{I} \to \text{Sym}(p, \mathbb{R}),$$

where $\text{Sym}(p, \mathbb{R})$ denotes the set of symmetric $p \times p$ dimensional matrices, by

$$h( (\gamma, u) ; D, i ) \triangleq \gamma_i I - S_i - \sum_{s \in \mathcal{S}} Q(r_s, \hat{x}_i) + \sum_{j=1}^q \frac{\partial Q}{\partial [r_{ij}]}(r_s, \hat{x}_i)[u_{s,j}].$$

(5)

The matrix-valued function $h$ is negative semidefinite at a point $(\gamma, u); D, i)$ if and only if the linearized version of the constraint (4b) is satisfied for $\gamma_i$ using the data $D = (\hat{x}, S)$. To simplify notation, collect all decision variables in the vector $z = (\gamma, u) \in \mathbb{R}^{m+qn}$, and to decompose the linearized version of (4) over the set of sensors, let $z_s$ denote a copy of $z$ that is local to sensor $s \in \mathcal{S}$. Additionally, define the local functions $f_s(z_s) = -\sum_{i \in \mathcal{I}} \gamma_i \hat{x}_i$, and the global objective

$$f(z_1, \ldots, z_n) = \sum_{s \in \mathcal{S}} f_s(z_s).$$

Then, problem (4) can be expressed in a distributed way as

$$\begin{align*}
\min_{\{ z_s \}_{s \in \mathcal{S}}} & \sum_{s \in \mathcal{S}} f_s(z_s) \\
\text{s.t.} & h (z_s; D, i) \leq 0 \quad \forall i \in \mathcal{I}, \forall s \in \mathcal{S},
\end{align*}$$

(6a)

where $X_0 = \Gamma \times \mathcal{U}$. In problem (6), the objective function (6a) is separable among the sensors and the constraints (6b) are linear in $z_s$ and local to every sensor but coupled by $D$. In this form, problem (6) can be decomposed and solved in a distributed way. A necessary requirement is that, at the solution, the local variables $z_s$ need to agree for all sensors $s$, i.e., $z_s = z_v$ for all $s, v \in \mathcal{S}$.

The remainder of this section discusses an iterative approach to solving problem (6) that takes place during the time window $[t-1, t)$ to determine what the control input $u$ will be at time $t$. Let $D_{s,k}$ denote the data and $z_{s,k}$ denote the decision variables of the sensor $s$ at iteration $k$ of this decision process. The first step is to broadcast $z_{s,k-1}$ and a summary of $D_{s,k-1}$. Following the ICF [6], this summary is captured by the variables $\Xi_s \in \mathbb{R}^{m+nq}$ and $\xi_{s,k} \in \mathbb{R}^{m}$, defined in lines 1 and 3 of Algorithm 1. It is shown in [6] that for all $s \in \mathcal{S}$, $\{(n[\Xi_s]_{n,k}^{-1}[\xi_{s,k}]_{n,k}), n[\Xi_s]_{n,k}^{-1}\} \to D \triangleq D(t)$, where $\mathbb{N} = \{1, 2, 3, \ldots \}$ denotes the natural numbers.

Get $g_k = (\mathcal{S}, \xi_k)$ represent a communication graph such that $(s, v) \in \mathcal{E}_k$ if and only if sensors $s$ and $v$ can communicate at iteration $k$. This defines the neighbor set $\mathcal{N}_{s,k} \triangleq \{ s \} \cup \{ v \in \mathcal{S} \mid (v, s) \in \mathcal{E}_k \}$. Sensor $s$ receives $\{ z_{s,k-1}, \xi_{v,k}, \Xi_{v,k} \mid v \in \mathcal{N}_{s,k} \}$. With this new information, the sensor updates its own optimization variable and data summary via weighted averaging. In particular, let $W_k$
Algorithm 1 Concurrent Filtering and Optimization for $s \in S$ during the interval $[t-1, t]$:

**Require:** $\mathcal{D}_s(t-1), \{y_{i,s}(t-1)\}_{i \in \mathcal{I}}$, feasible $z_{s,0}$

1. $(\tilde{x}_s, S) \leftarrow \mathcal{D}_s(t-1)$
2. $y \leftarrow \{y_{1,s}(t-1), \ldots, y_{m,s}(t-1)\}^T$
3. $\tilde{x}_{s,0} = \frac{1}{\sigma} S + \text{blkdiag}(Q(r_s x_1), \ldots, Q(r_s x_m))$
4. $\xi_{s,0} = \frac{1}{\sigma} S + \text{blkdiag}(Q(r_s x_1), \ldots, Q(r_s x_m))y$
5. for $k = 1, 2, \ldots$ do
6. Broadcast $z_{s,k-1}, \Xi_{s,k-1}$, and $\xi_{s,k-1}$ to $N_{s,k}$ and collect incoming data according to:
   $$(p_{s,k}, \Xi_{s,k}, \xi_{s,k}) \leftarrow \sum_{j \in N_{s,k}} [W_{s,k}]_{sj}(p_{j,k-1}, \Xi_{j,k}, \xi_{j,k}).$$
7. $\mathcal{D}_{s,k} = \{(n\Xi_{s,k})^{-1}\xi_{s,k}, n\Xi_{s,k}\}$
8. $v_{s,k} = \Pi_{X_0}(p_{s,k} - \alpha k f_s(p_{s,k}))$
9. Choose $\omega_{s,k} \in I$, compute $h_+(v_{s,k}; D_{s,k}, \omega_{s,k})$ and $h'_+(v_{s,k}; D_{s,k}, \omega_{s,k})$.
10. $\beta_{s,k} = h_+(v_{s,k}; D_{s,k}, \omega_{s,k})/\|h'_+(v_{s,k}; D_{s,k}, \omega_{s,k})\|^2$
11. $z_{s,k} = \Pi_{X_0}(v_{s,k} - \beta_{s,k} h'_+(v_{s,k}; D_{s,k}, \omega_{s,k})).$
12. end for
13. return $\mathcal{D}(t) \leftarrow \mathcal{D}_{s,k}$ and $(u, \gamma) \leftarrow z_{s,k}$. 

be an $n \times n$ row stochastic matrix such that $|W_{s,k}|_{sv} > 0 \iff v \in N_{s,k}$. The exact assumptions for $W_k$ will be introduced later, when they are necessary for the proof of our main result. The agent can compute the updated data $\mathcal{D}_{s,k}$ as shown in line 9 concluding the ICF portion of iteration $k$. Note that, given initial conditions $\{D_{s,0}\}_{s \in S}$, the data for any sensor $s$ at time $k$ is bounded by the initial conditions as $\|D_{s,k}\| \leq \max_{s \in S} \|D_{s,0}\|$. Moreover, all sensors’ data converge to a consensus, i.e., $\{\|D_{s,k} - D_{s,l}\|\}_{s \in S} \to 0$ for all $s \in S$; cf. [6] for an in-depth discussion of ICF.

The random approximate projection part of the algorithm begins in line 8 by computing a negative gradient subgradient of the local objective function $f_s$, which we denote by $-f'_s(z_{s,k})$, taking a gradient descent step, and projecting the iterate back to the simple constraint set $X_0$. The positive step size $\alpha_k$ is diminishing, non-summable and square-summable. The last step of our method is a subgradient step in the direction that minimizes the violation of a single LMI constraint. Specifically, line 9 randomly assigns $\omega_{s,k} \in \mathcal{I}$, effectively choosing to activate $h_+(z; \cdot, \omega_{s,k})$. The idea behind line 11 is to minimize a scalar metric that measures the amount of violation of $h_+(z; \cdot, \omega_{s,k})$, which we denote by $h_+(z; D, i)$, while remaining feasible. Let $\Pi_+ : \text{Sym}(p, \mathbb{R}) \rightarrow \text{Sym}_+(p, \mathbb{R})$ denote the projection operator onto the set of positive semidefinite matrices, given by $\Pi_+ X = \text{E} \text{diag}(\{\lambda_1, \ldots, \lambda_p\}^+ E^T$, where $\{\cdot\}^+ \equiv \max\{\cdot, 0\}$ and $\lambda_1, \ldots, \lambda_p$ are the eigenvalues of $E$ and $X$ is a matrix with columns $e_1, \ldots, e_p$, which are the corresponding eigenvectors of $X$. A measure of the “positive definiteness” of $X$ is thus $\|\Pi_+ X\|_F = \sqrt{\lambda_1^2 + \cdots + \lambda_p^2}$. This defines our measure of constraint violation.

$$h_+(z; D, i) \triangleq \|\Pi_+ h_+(z; D, i)\|_F.$$

The step size of the gradient step in line 10 is

$$\beta_{s,k} = \frac{h_+(v_{s,k}; D_{s,k}, \omega_{s,k})}{\|h'_+(v_{s,k}; D_{s,k}, \omega_{s,k})\|^2}.$$

where $h'_+$ denotes the gradient of $h_+$, is a variant of the Polyak step size [14]. Note that this is a well defined step size as we let $h'_+(v_{s,k}; D_{s,k}, \omega_{s,k}) = d_{1m+q}$ whenever $h_+(v_{s,k}; D_{s,k}, \omega_{s,k}) = 0$, and $h'_+$ is nonzero elsewhere.

IV. MAIN RESULTS

We begin by introducing the following notation regarding the optimal value $f^* = \min_{x \in \mathcal{X}} f(x)$ and optimal set $\mathcal{X}^* = \{x \in \mathcal{X} \mid f(x) = f^*\}$ of [6], where $\mathcal{X}$ denotes the feasible set, i.e., $\mathcal{X} = \mathcal{X}_0 \cap \{z \mid h(z; D, i) \leq 0, \forall i \in \mathcal{I}\}$. Note that $0 \in \Gamma \times \mathcal{U}$ and $h(0; D, i) \leq 0$ for all possible $D$ and $i$, thus there is always a feasible point. Denote the disagreement error in the constraint violation by

$$\nu_{s,k} = h_+(z_{s,k}; D_{s,k}, \omega_{s,k}) - h_+(z_{s,k}; D_{s,k}, \omega_{s,k})$$

and the disagreement error in the gradient of the constraint violation by

$$\delta_{s,k} = h'_+(z_{s,k}; D_{s,k}, \omega_{s,k}) - h'_+(z_{s,k}; D_{s,k}, \omega_{s,k}).$$

The norms of $\nu_{s,k}$ and $\delta_{s,k}$ are bounded, i.e., for some scalars $D, N > 0$, for all $k \in \mathbb{N}$ and $s \in S$, it holds a.s. that $\|\nu_{s,k}\| \leq N$, and $\|\delta_{s,k}\| \leq D$. Due to space limitations, we omit a direct calculation of $D$ and $N$.

The set $X_0 = \Gamma \times \mathcal{U}$ is convex and compact. Therefore, there exists a constant $C_s > 0$ such that for any $z_1, z_2 \in X_0$, it holds that $\|z_1 - z_2\| \leq C_s$. Also, as defined herein, the functions $f_s(\cdot)$ and $h(\cdot; D, i)$ for $i \in \mathcal{I}$ are convex (not necessarily differentiable) over some open set that contains $X_0$. A direct consequence of this and the compactness of $X_0$ is that the subdifferentials $\partial f_s(z)$ and $\partial h_+(z; D, i)$ are nonempty over $X_0$. It also implies that the subdifferentials $f'_s(z) \in \partial f_s(z)$ and $h'_+(z; D, i) \in \partial h_+(z; D, i)$ are uniformly bounded over the set $X_0$. That is, there is a scalar $L_f$ such that for all $f'_s(z) \in \partial f_s(z)$ and $z \in X_0$, it holds that $\|f'_s(z)\| \leq L_f$, and for any $z_1, z_2 \in X_0$, it holds that $\|f'_s(z_1) - f'_s(z_2)\| \leq L_f \|z_1 - z_2\|$. Note that for the objective function $f_s$ in [6], we have $L_f = 1$. Also, there is a scalar $L_h$ such that for all $h'_+(z; D, i) \in \partial h_+(z; D, i)$, $z \in X_0$, $i \in \mathcal{I}$, it holds that $\|h'_+(z; D, i)\| \leq L_h$.

From relation (10) we have that for any $i \in \mathcal{I}$, $s \in S$, $k \in \mathbb{N}$, and $z \in X_0$, it holds that

$$\|h'_+(z; D_{s,k}, i)\| = \|h'_+(z; D, i) + \delta_{s,k}\| \leq L_h + D,$$

and for any $z_1, z_2 \in X_0$ that

$$|h_+(z_1; D_{s,k}, i) - h_+(z_2; D_{s,k}, i)| \leq (L_h + D) \|z_1 - z_2\|.$$
which follows from (11). Furthermore, when \( h_+ (z; D_{\tilde{s}, k}, i) \neq 0 \), we have \( h'_+ (z; D_{\tilde{s}, k}, i) \neq 0 \). Therefore, there exists a constant \( c_h > 0 \) such that \( |h'_+ (z; D_{\tilde{s}, k}, i)| \geq c_h \) for all \( z \in X_0 \), \( s \in S \), \( k \in \mathbb{N} \), and \( i \in I \). This and relation (11) imply that

\[
\beta_{s, k} = \frac{h_+ (z; D_{s, k}, \omega_{s,k})}{||h'_+ (z; D_{s, k}, \omega_{s,k})||^2} \leq \frac{C_h + N}{c_h^2}.
\] (12)

Note that when \( h_+ (z; D_{\tilde{s}, k}, \omega_{s,k}) = 0 \), the above bound holds trivially. Next, for our algorithm to converge, we require the following assumptions to hold.

**Assumption 4.1:** The information function \( Q (a) \) is bounded, (b) is twice subdifferentiable (c) has bounded subdifferentials up to the second order, and (d) has relatively few critical points, i.e., the sets of critical points of \( Q \) and its partial derivatives up to the second order are measure zero.

**Assumption 4.2:** In the \( k \)-th iteration of the inner-loop, each element \( i \) of \( I \) is generated with nonzero probability, i.e., for any \( s \in S \) and \( k \in \mathbb{N} \), the probability that \( i \) is selected \( \pi_k (\omega_{s,k} = i) > 0 \).

**Assumption 4.3:** For all \( s \in S \) and \( k \in \mathbb{N} \), there exists a constant \( \kappa > 0 \) such that for all \( z \in X_0 \), it holds that

\[
dist^2 (z, X) \leq \kappa E\left[ h_+^2 (z; D_{s, k}, \omega_{s,k}) \right].
\]

Note that this assumption is known to hold true for a class of functions including the definition of \( h_+ \) in (7); cf. [15].

**Assumption 4.4:** For all \( k \in \mathbb{N} \), it holds for the weighted graphs \( G_k = (S, E_k, W_k) \) that (a) there exists a scalar \( \eta \in (0,1) \) such that \( W_k \eta \) is nonempty, i.e., \( \Pi_X [z] \neq \Pi_X [b] \) for all \( a, b \in \mathbb{R}^d \).

**Lemma 4.7** (Lemma 10-11, p. 49-50 in (17)): Let \( F_k = \{v_k, u_k, \alpha_k, e_k\} \) denote a collection of nonnegative random variables for \( k \in \mathbb{N} \cup \{\infty\} \) such that \( E [\sum_{k=1}^{\infty} F_k] \leq (1 + \alpha_k) \mu_k - u_k + b_k \) for all \( k \in \{0\} \cup \{\infty\} \). Assume further that \( \{\alpha_k\} \) and \( \{b_k\} \) are a.s. summable. Then, we have a.s. that (i) \( \{u_k\} \) is summable and (ii) there exists a nonnegative random variable \( v \) such that \( \{v_k\} \rightarrow v \).

The next lemma relates \( p_{s,k} \) and \( z_{s,k} \) in Line 6 and 11 of Algorithm 1. The proof is omitted due to space limitations.

**Lemma 4.8:** For any convex function \( g : \mathbb{R}^n \rightarrow \mathbb{R} \), we have

\[
\sum_{s,k} g (p_{s,k}) \leq \sum_{s,k} g (z_{s,k} - 1).
\]

Lastly, we state a result that ensures successful consensus in the presence of a well-behaved disturbance sequence.

**Lemma 4.9** (18)): Let Assumption 4.4 hold and define \( e_{s,k} \triangleq z_{s,k} - p_{s,k} \). Consider the iterates generated by

\[
\theta_{s,k} = \sum_{v \in S} [W_k]_{s,v} \theta_{v,k-1} + e_{s,k}.
\]

Suppose there exists a nonnegative nonincreasing scalar sequence \( \{\alpha_k\} \) such that \( \{\alpha_k \|e_{s,k}\|\} \) is summable for all \( s \in S \). Then, for all \( s, v \in S \), \( \{\alpha_k \|\theta_{s,k} - \theta_{v,k}\|\} \) is summable.

In addition to the well-known results of Lemmas 4.6-4.9, we need the following intermediate results. The proofs are omitted due to space limitations.

**Lemma 4.10:** For a.e. bounded sequence \( \{z_{s,k}\} \) and \( \{\nu_{s,k}\} \) defined in (9), is a.s. absolutely summable.

**Lemma 4.11:** For a.e. bounded sequence \( \{z_{s,k}\} \) defined in (10), is a.s. absolutely summable.

**Lemma 4.12** (Basic Iterate Relation): Consider the sequences \( \{z_{s,k}\}_{k=0}^{\infty} \) and \( \{p_{s,k}\}_{k=0}^{\infty} \) for \( s \in S \) generated by Algorithm 1. Then, for any \( z, \tilde{z} \in X \), \( s \in S \) and \( k \in \mathbb{N} \), we have a.s. that

\[
\|z_{s,k} - \tilde{z}\| \leq \|p_{s,k} - \tilde{z}\| - 2\alpha_k (f (z_{s,k}) - f (\tilde{z})) + \frac{2C_\eta (C_h + N)}{\tau - 4k} \|\delta_{s,k}\| + \frac{2C_h + N}{c_h^2} \|\nu_{s,k}\| + \frac{1}{4\kappa} \|p_{s,k} - \tilde{z}\|^2.
\]

**Lemma 4.13:** Let Assumptions 4.2 and 4.3 hold. Assume \( \alpha_k \) is square summable. Consider \( \{p_{s,k}\}_{k=0}^{\infty} \) for \( s \in S \) generated by Algorithm 1. Then, for any \( s \in S \), we have a.s. that \( \{\dist (p_{s,k}, X)\} \) is square summable.

**Lemma 4.14:** Let Assumptions 4.2 and 4.4 hold. Assume \( \{\alpha_k\} \) is nonnegative and square summable. Define \( e_{s,k} \triangleq z_{s,k} - p_{s,k} \). Then, we have a.s. that (i) \( \{e_{s,k}\} \) is absolutely square summable for all \( s \in S \) and (ii) \( \{\alpha_k \|e_{s,k}\|\} \) is summable for all \( s \in S \), where \( z_{s,k} \triangleq \Pi_X (p_{s,k}) \) and \( \tilde{z}_{s,k} \triangleq \Pi_X (z_{s,k}) \) are a.s. summable.

Note that the sequences \( \{z_{s,k}\} \) for \( s \in S \) generated by Algorithm 1 can be represented as in Lemma 4.9. That is, \( z_{s,k} = \sum_{v \in S} [W_k]_{s,v} z_{v,k} + e_{s,k}, \forall s \in S, \) where \( e_{s,k} \) is as defined in Lemma 4.12. Therefore, from Lemma 4.14(a), we have that \( \sum_{h \in \mathbb{N}} \alpha_k \|e_{h,k}\| = \sum_{h \in \mathbb{N}} 1/2 (\alpha_k^2 + \|e_{h,k}\|^2) < \infty \). Invoking Lemma 4.9, we obtain the consensus among \( z_{s,k} \) for \( s \in S \) follows.

**Proof:** [Theorem 4.5] We invoke Lemma 4.12 with \( \tilde{z} = z_{s,k} \). (Note that \( z_{s,k} \) is defined as \( \Pi_X (p_{s,k}) \) in Lemma 4.14, \( \tau = 4 \) and \( \kappa = \sqrt{(L_h + D)^2} \). We also let \( z = \tilde{z}^* \) for an arbitrary \( z^* \in X^* \). Therefore, for any \( z^* \in X^* \), \( s \in S \) and \( k \in \mathbb{N} \), we have a.s. that

\[
\|z_{s,k} - z^*\|^2 \leq \|p_{s,k} - z^*\|^2 - 2\alpha_k (f (z_{s,k}) - f (z^*)) + \frac{2C_\eta (C_h + N)}{\tau - 4k} \|\delta_{s,k}\| + \frac{2C_h + N}{c_h^2} \|\nu_{s,k}\| + \frac{1}{4\kappa} \|p_{s,k} - \tilde{z}\|^2 + \frac{1}{4\kappa (L_h + D)^2} \|x^* - z^*\|^2 + \frac{\alpha_k^2}{2} \|e_{s,k}\|^2.
\]
\[-3h^2_+(\{p_s,k\};D_{s,k},\omega_{s,k})/(4(L_h + D)^2),\]

where \(A = 5 + 4\kappa(L_h + D)^2\). Denote by \(\mathcal{F}_k\) the sigma-field induced by the history of the algorithm up to time \(k\), i.e., \(\mathcal{F}_k = \{z_{s,0}, (\omega_{s,l}, 1 \leq l \leq k), s \in S\}\) for \(k \in \mathbb{N}\), and \(\mathcal{F}_0 = \{z_{s,0}, s \in S\}\). From Assumption 4.3 we know that

\[
dist^2(p_{s,k}, X) \leq nE [h^2_+(\{p_{s,k};D_{s,k},\omega_{s,k}\}) | \mathcal{F}_{k-1}].
\]

Taking the expectation conditioned on \(\mathcal{F}_{k-1}\) in relation (13), summing this over \(s \in S\), and using the above relation, we obtain

\[
\sum_{s \in S} E \left[ \|z_{s,k} - z^*\|^2 \mid \mathcal{F}_{k-1} \right] \leq \sum_{s \in S} \|z_{s,k-1} - z^*\|^2 - 2\alpha_k \sum_{s \in S} (f_s(z_{s,k}) - f_s(z^*)) + 2C_h(C_h + N) \sum_{s \in S} E[\|\delta_{s,k}\| \mid \mathcal{F}_{k-1}] + 2\alpha_k C_h \sum_{s \in S} E[\|u_{s,k}\| \mid \mathcal{F}_{k-1}] + \frac{1}{2\kappa_2(L_h + D)^2} \sum_{s \in S} \text{dist}^2(p_{s,k}, X) + A_2^2nL_f^2,
\]

where we used Lemma 4.3 for the first term on the right-hand side. Recall that \(f(z) = \sum_{s \in \mathcal{E}_s} f_s(z)\) and \(\bar{z}_k = \frac{1}{n} \sum_{s \in S} z_{s,k}\). Using \(\bar{z}_k\) and \(f\), we can rewrite the term \(\sum_{s \in S} (f_s(z_{s,k}) - f_s(z^*))\) as follows:

\[
\sum_{s \in S} f_s(z_{s,k}) - f_s(z^*) = \sum_{s \in S} (f_s(z_{s,k}) - f_s(\bar{z}_k)) + (f(\bar{z}_k) - f(z^*)),
\]

\[
\leq \sum_{s \in S} (f_s(z_{s,k}) - f_s(\bar{z}_k)) + (f(\bar{z}_k) - f(z^*)) \tag{15a}
\]

\[
\leq \sum_{s \in S} \|f'(\bar{z}_k)\| \|z_{s,k} - \bar{z}_k\| + (f(\bar{z}_k) - f(z^*)) \tag{15b}
\]

\[
\leq L_f \sum_{s \in S} \|z_{s,k} - \bar{z}_k\| + (f(\bar{z}_k) - f(z^*)), \tag{15d}
\]

where (15a) follows from adding and subtracting \(f_s(\bar{z}_k)\); (15b) follows from the convexity of the function \(f_s\); (15c) follows from the Schwarz inequality; and (15d) follows from the fact that \(|f'(z)| \leq L_f\) and \(\bar{z}_k \in X \subset X_0\). Combining (15d) with (14), we obtain

\[
\sum_{s \in S} E \left[ \|z_{s,k} - z^*\|^2 \mid \mathcal{F}_{k-1} \right] \leq \sum_{s \in S} \|z_{s,k-1} - z^*\|^2 - 2\alpha_k (f(\bar{z}_k) - f(z^*)) + 2C_h(C_h + N) \sum_{s \in S} E[\|\delta_{s,k}\| \mid \mathcal{F}_{k-1}] + 2\alpha_k C_h \sum_{s \in S} E[\|u_{s,k}\| \mid \mathcal{F}_{k-1}] + L_f \sum_{s \in S} \alpha_k \|z_{s,k} - \bar{z}_k\| + A_2^2nL_f^2,
\]

where we omitted the negative term. Since \(\bar{z}_k \in \mathcal{X}\), we have \(f(\bar{z}_k) - f(z^*) \geq 0\). Thus, under the assumption that \(\{\alpha_k\}\) is square summable and Lemma 4.4(b), the above relation satisfies all the conditions of Lemma 4.7. We have that

\[\text{Result 1: } \{\|z_{s,k} - z^*\|\} \rightarrow 0 \text{ a.s. for } z^* \in \mathcal{X}^* \text{ and all } s \in S.\]

\[\text{Result 2: } \{\alpha_k (f(\bar{z}_k) - f(z^*))\} \text{ is a.s. summable.}\]

As a direct consequence of Result 1, we know that the sequences \(\{\|p_{s,k} - z^*\|\}_{k \in \mathbb{N}}\) and \(\{\|z_{s,k} - z^*\|\}_{k \in \mathbb{N}}\) also converge a.s. This is straightforward from Line 6 of Algorithm 1 and Lemma 4.13 with the knowledge that \(\text{dist}^2(p_{s,k}, X) = \|p_{s,k} - z_{s,k}\|^2\). Since \(\|z_{s,k} - z^*\|^2 \leq \frac{1}{n} \sum_{s \in S} \|z_{s,k} - z^*\|\), we further know that the sequence \(\{\|z_{s,k} - z^*\|\}\) is also convergent a.s. As a direct consequence of Result 2 and the fact that \(\{\alpha_k\}\) is not summable, we know that \(\liminf_{k \to \infty} (f(z_{s,k}) - f(z^*)) = 0\) a.s. From this relation and the continuity of \(f\), it follows that the sequence \(\{z_k\}\) must have at least one accumulation point in the set \(\mathcal{X}\) a.s. This and the fact that \(\{\|z_{s,k} - z^*\|\} \rightarrow 0\) a.s. imply that \(\{z_{s,k}\} \rightarrow z^*\) a.s. Also, by Lemma 4.4(b), we have \(\liminf_{k \to \infty} \|z_{s,k} - \bar{z}_k\| = 0\) for all \(s \in S\) a.s. The fact that \(\{\|z_{s,k} - z^*\|\}\) is convergent a.s. for all \(s \in S\) thus implies that \(\{z_{s,k}\} \rightarrow z^*\) for all \(s \in S\) a.s. Since \(\|z_{s,k} - \bar{z}_k\| \leq \|z_{s,k} - p_{s,k}\| + \|p_{s,k} - z_{s,k}\|\), by invoking Lemma 4.13 and 4.14(a), we have \(\{\|z_{s,k} - z_{s,k}\|\} \rightarrow 0\) for all \(s \in S\) a.s. It follows that \(\{z_{s,k}\} \rightarrow z^*\) for all \(s \in S\) a.s.

V. NUMERICAL EXPERIMENTS

We illustrate Algorithm 1 for a sparse landmark localization problem. To maintain network connectivity, we use a distributed control maintenance controller [19]. We assume that the landmarks and the robots live in \(\mathbb{R}^2\). We use a generic model for the measurement covariance matrix for sparse landmark localization in \(\mathbb{R}^2\), which can be found in e.g., [1], [4], [5]. These models have two important characteristics that apply to a wide variety of localization sensors: (i) Measurement quality is inversely proportional to viewing distance, and (ii) The direction of maximum uncertainty is the viewing direction, i.e., the sensors are more proficient at sensing bearing than range. The general idea is to use the vector \(x_s(t) - r_s(t)\) to construct a diagonal matrix in a coordinate frame relative to the sensor, then rotate the matrix to a global coordinate frame so that it can be compared to other observations.

Figure 1 shows an example of the resulting active sensing trajectories for a network of four sensors that cooperatively localize a uniformly random distribution of 100 landmarks in a square 100 m² workspace to a desired accuracy of 1 m. This corresponds to an eigenvalue tolerance of \(\tau_i = 9 m^{-2}\) for all landmarks. The initial mean estimate and information matrix were set to the initial observations \(\{y_i(s_0)\} \in \mathcal{Z}, i \in S\) and the corresponding information matrices were set to \(\{Q(r_i(0), y_i(s_0))\}\). The feasible control set \(U\) was set to \(U = \{u \in \mathbb{R}^2 \mid \|u\| \leq 1m\}\). In the figure, note that between \(t = 194\) and \(t = 242\), the agent in the bottom right moves north in order to maintain connectivity while the other agents move to finish the localization task. Fig. 2 shows the evolution of the minimum eigenvalues of the information matrices \(S_i(t)\) from the simulation shown in Fig. 1. Even after the minimum eigenvalue associated with a landmark has surpassed \(\tau\), more information is still collected, but it does not affect the control signal. The maximal error in the bottom panel does not go below the desired threshold, even though the minimal eigenvalue does go above the threshold in the top.
The constraint violation was very small, and driven to zero as the parameters for the function $Q$ used in these simulations, the constraint violation was very small, and driven to zero. We measured the amount of constraint violation of the original nonlinear constraints in (4b). For the $U$ and the parameters for the function $Q$ used in these simulations, the constraint violation was very small, and driven to zero typically for $t > 10$. We tested larger feasible sets $U$ and (predictably) observed increases in the constraint violation, although we still observed reasonable robot behavior.

VI. CONCLUSION

In this paper, we addressed the problem of controlling a network of mobile sensors so that a set of hidden states are estimated up to a user-specified accuracy. Our approach interleaves filtering and optimization. We showed that the network converges to the optimal solution despite disagreement errors and the the fact that only a single constraint is considered in each step of the optimization. The numerical technique is robust toward network disagreements, is computationally light, and can handle large systems of coupled LMIs.

REFERENCES