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Abstract—In this paper, we develop a distributed intermittent communication framework for teams of mobile robots that are responsible for accomplishing time-critical dynamic tasks and sharing the collected information with all other robots and possibly also with a user. Specifically, we consider situations where the robot communication capabilities are not sufficient to maintain reliable and connected networks while the robots move to accomplish their tasks. In this case, intermittent communication protocols are necessary that allow the robots to temporarily disconnect from the network in order to accomplish their tasks free of communication constraints. We assume that the robots can only communicate with each other when they meet at common locations in space. Our proposed distributed control framework determines offline schedules of communication events and integrates them online with task planning. The resulting paths ensure task accomplishment and exchange of information among robots infinitely often at locations that minimize a user-specified metric. Simulation results corroborate the proposed distributed control framework.

I. INTRODUCTION

Recently, there has been a large amount of work focused on designing controllers that ensure point-to-point or end-to-end network connectivity for all time. Such controllers either rely on graph theory to model robot communication [1]–[3] or employ more realistic communication models that take into account path loss, shadowing, and multi-path fading as well as optimal routing decisions for desired information rates [4]–[6]. Nevertheless, due to the uncertainty in the wireless channel, that affects signal strength in an unpredictable way, it is often impossible to ensure all-time connectivity in practice. Moreover, maintaining all-time connectivity can severely restrict the robots from accomplishing their tasks, as motion planning is always constrained by network connectivity constraints. Therefore, a much preferred solution is to allow robots to communicate in an intermittent fashion and operate in disconnect mode the rest of the time.

In this paper, we consider robots that are responsible for accomplishing high-level tasks that are (i) dynamic, i.e., the task specifications can change over time, and (ii) time-critical in the sense that the robots should not hold onto the information they collect as they navigate the workspace for a long time; instead, they need to communicate frequently enough, according to desired specifications. We assume that the robots have limited communication ranges and, therefore, they can only communicate when they are physically close to each other. Motivated by that, we propose a novel distributed task planning and intermittent communication framework that allows robots to temporarily disconnect from the network to accomplish their assigned tasks free of communication constraints, but at the same time ensures that the communication network is connected over time so that information can be propagated in the network intermittently, in a multi-hop fashion. Our proposed distributed control framework constructs offline schedules of communication events that dictate how the robots will communicate and integrates them online with task planning. The resulting paths ensure task accomplishment and exchange of information among robots infinitely often at locations that minimize a user-specified metric, such as traveled distance.

The most relevant works to the one proposed here are recent works by the authors [7]–[11]. Specifically, [7] proposes an asynchronous distributed intermittent communication framework that is a special case of the one proposed here in that every robot belongs to exactly two teams and the robots in every team can only meet at a single predetermined location. This framework is extended in [8], where robots can belong to any number of teams and every team can select among multiple locations to meet, same as in the work considered here. Nevertheless, neither of the approaches in [7], [8] consider concurrent task planning. Intermittent communication control and task planning is considered in [9]. Nevertheless, this approach is centralized and does not scale well with the number of robots. A distributed offline approach for this problem is presented in [10] that can only handle periodic tasks captured by Linear Temporal Logic (LTL) formulas. Also, optimality guarantees are provided in [10] by exploiting the periodic structure of the designed paths, which do not exist in this work. Nevertheless, our proposed algorithm can handle arbitrary dynamic tasks. A distributed online approach to this problem for LTL tasks is proposed in [11]. Nevertheless, the method proposed here, is more general in that it can handle the data gathering tasks and the two-hop star communication topology in [11] that considers information flow only to the root/user. In fact, in the proposed method, information can flow intermittently between any pair of robots and possibly a user in a multi-hop fashion. Other relevant methods are presented in [12], [13]. However, these methods either impose strong restrictions on the communication pattern that can be achieved or they do not consider concurrent task planning. We provide theoretical guarantees and numerical simulations that support the proposed framework. To the best of our knowledge, this is the first distributed and online intermittent communication framework.
framework that can handle arbitrary time-critical dynamic tasks. Also, the proposed framework scales well with the size of the network.

II. PROBLEM FORMULATION

Consider $N \geq 1$ mobile robots operating in a workspace $W \subset \mathbb{R}^d$, $d = 2, 3$, and let $\mathbf{x}_i(t) = f_i(\mathbf{x}_i(t), u_i(t))$ denote the equations of motion of robot $i$, where $\mathbf{x}_i(t) \in \mathbb{R}^d$ and $u_i(t) \in \mathbb{R}^d$ are the position and control input of robot $i$, respectively, at time $t \geq 0$. Let $\mathcal{N} = \{1, \ldots, N\}$ denote the set of all robots.

We assume that the robots have to accomplish a time-critical dynamic task, defined as $\mathcal{H}_i = \{\mathbf{p}_i^1, \ldots, \mathbf{p}_i^hi, \ldots, \mathbf{p}_i^Hi\}$, where $\mathbf{p}_i^hi \in W$, are waypoints associated with locations in space where the tasks take place, $h_i \in \{1, \ldots, H_i\}$, and $H_i \in \mathbb{N}_+$. Note that we impose no restriction on the structure of the sequence $\mathcal{H}_i$, i.e., it can be periodic or aperiodic, and $H_i$ can be finite or infinite. Moreover, we assume that the tasks $\mathcal{H}_i$ are not a priori known to the robots and instead, they are revealed over time. Specifically, at any time $t$, every robot $i$ has access to a part of the task $\mathcal{H}_i$, defined as $\mathcal{H}_i^{cur}(t) = \{\mathbf{p}_i^{\xi_1}(t), \ldots, \mathbf{p}_i^{\xi_{\xi}(t)}\} \subseteq \mathcal{H}_i$, where $\xi_1(t)$ through $\xi_{\xi}(t)$ are consecutive indices to $\{1, \ldots, H_i\}$ and point to the entries in $\mathcal{H}_i$ that are the first and the last entries in $\mathcal{H}_i^{cur}(t)$; see also Figure 1(a). The current tasks $\mathcal{H}_i^{cur}(t)$ can be updated as the robots navigate the workspace, by adding to them additional waypoints from $\mathcal{H}_i$. Specifically, the current task $\mathcal{H}_i^{cur}(t^+)$ of robot $i$ at time $t^+$, right after an update at time $t$, is constructed as $\mathcal{H}_i^{cur}(t^+) = \mathcal{H}_i^{cur}(t) \cup \{\mathbf{p}_i^{\xi_1(t^+)}(t^+), \ldots, \mathbf{p}_i^{\xi_{\xi}(t^+)}(t^+)\} \subseteq \mathcal{H}_i$. The time instants $t$ when the current tasks $\mathcal{H}_i^{cur}(t)$ are updated, as well as, and the corresponding the new task specifications/waypoints $\{\mathbf{p}_i^{\xi_1(t^+)}(t^+), \ldots, \mathbf{p}_i^{\xi_{\xi}(t^+)}(t^+)\}$ are determined on-line and are not known a priori. Also, to ensure that $\mathcal{H}_i^{cur}(t)$ are always finite, every robot $i$ deletes from $\mathcal{H}_i^{cur}(t)$ all waypoints that they have already visited.

Moreover, the assigned tasks are time-critical in the sense that the information collected by the robots as they visit waypoints included in $\mathcal{H}_i^{cur}(t)$ is time-critical and, as result, robots should not hold onto the gathered data for a long time. Instead, they have to communicate to other robots frequently enough, according to desired specifications. Specifically, we require that every robot $i$ should communicate with other robots before visiting a specified number of waypoints included in $\mathcal{H}_i^{cur}(t)$ since the last communication event they participated. This allowed number of task waypoints that they can visit without communicating can change with time based, e.g., on the importance of the collected data.

To define a communication network among the robots, we first partition the robot team into $M \geq 1$ robot subgroups, called also teams that are user-specified and fixed with time. Also, we require that every robot belongs to at least one team. The indices $i$ of the robots that belong to the $m$-th team are collected in a set denoted by $\mathcal{T}_m$, for all $m \in \mathcal{M} := \{1, 2, \ldots, M\}$. We define the set that collects the indices of teams that robot $i$ belongs to as $\mathcal{M}_i = \{m| i \in \mathcal{T}_m, m \in \mathcal{M}\}$. Given the teams $\mathcal{T}_m$, for all $m \in \mathcal{M}$, we can define the graph over these teams as follows.

**Definition 2.1 (Team Membership Graph $\mathcal{G}_T$):** The graph over the teams $\mathcal{T}_m$, $m \in \mathcal{M}$ is defined as $\mathcal{G}_T = (\mathcal{V}_T, \mathcal{E}_T)$, where the set of nodes $\mathcal{V}_T$ is indexed by the teams $\mathcal{T}_m(t)$ and set of edges $\mathcal{E}_T$ is defined as $\mathcal{E}_T = \{(m, n)| \mathcal{T}_m \cap \mathcal{T}_n \neq \emptyset, \forall m, n \in \mathcal{V}_T, m \neq n\}$.

We assume that the robots have limited communication capabilities and, therefore, they can communicate only if they are physically close to each other at a common location in space, hereafter called a communication point. Specifically, we assume that there are $R \geq 1$ available communication points at locations $\mathbf{v}_j \in W$, for $j = 1, \ldots, R$, and we denote by $\mathcal{C} = \{1, \ldots, R\}$ the index set of all communication points. The indices $j$ of the communication points $\mathbf{v}_j$ where communication can take place for the robotic team $\mathcal{T}_m$ are collected in a finite and fixed set $\mathcal{C}_m \subseteq \mathcal{C}$, where the sets $\mathcal{C}_m$ are not necessarily disjoint. When all robots in a team $\mathcal{T}_m$ have arrived at a common communication location, we assume that communication happens and the robots leave to accomplish their tasks or communicate with other teams. This way, a dynamic robot communication network is constructed, defined as follows.

**Definition 2.2 (Communication Network $\mathcal{G}_c(t)$):** The communication network among the robots is defined as a dynamic undirected graph $\mathcal{G}_c(t) = (\mathcal{V}_c, \mathcal{E}_c(t))$, where the set of nodes $\mathcal{V}_c$ is indexed by the robots, i.e., $\mathcal{V}_c = \mathcal{N}$, and $\mathcal{E}_c(t) \subseteq \mathcal{V}_c \times \mathcal{V}_c$ is the set of communication links that emerge among robots in every team $\mathcal{T}_m(t)$, when they all meet at a common communication point $\mathbf{v}_j$, $j \in \mathcal{C}_m$, simultaneously.

To ensure that information is continuously transmitted across the network of robots, we require that the communication graph $\mathcal{G}_c(t)$ is connected over time infinitely often, i.e., that all robots in every team $\mathcal{T}_m$ meet infinitely often at a common communication point $\mathbf{v}_j$, $j \in \mathcal{C}_m$, that does not need to be fixed over time. For this, it is necessary to assume that the graph of teams $\mathcal{G}_T$ is connected. Specifically, if $\mathcal{G}_T$ is connected, then information can be propagated intermittently across teams through robots that are common to these teams and, in this way, information can reach all robots in the network. Connectivity of $\mathcal{G}_T$ and the fact that robots can be members of only a few teams means that information can be transferred over long distances, possibly to reach a remote user, without requiring that the robots leave their assigned regions of interest defined by their assigned tasks and communication points corresponding to the teams they belong to. Moreover, we assume that the teams are a priori known and can be selected arbitrarily as long as the graph of teams $\mathcal{G}_T$ is connected. Moreover, we assume that the communication points $\mathbf{v}_j$, $j \in \mathcal{C}_m$ for the first communication event of all teams $\mathcal{T}_m$ are also user-specified.

The goal in this paper is to design paths $\mathbf{p}_i(t)$ for all robots $i$ so that the assigned tasks $\mathcal{H}_i^{cur}(t)$ are accomplished, the intermittent connectivity requirement is satisfied, and a
user defined cost \( \sum_{i \in \mathcal{N}} J(P_i(t)) \) is minimized, where

\[
J(P_i(t)) = \sum_{k_i=1}^{K_i(t)-1} w(P_i^{k_i}, P_i^{k_i+1}(t)) \tag{1}
\]

Specifically, the paths \( P_i(t) \) consist of the waypoints in \( \mathcal{H}_i(t) \) in the given order as well as communication points from the sets \( C_m \) associated with the teams \( T_m \) to which robot \( i \) belongs. Note that any communication points from these sets \( C_m \) can enter \( P_i(t) \) in any order. Optimization of the cost in (1) ensures that the communication points are selected and placed in \( P_i(t) \) optimally. Moreover, in (1), \( K_i(t) \) denotes the number of waypoints in \( P_i(t), P_i^{k_i}(t) \) stands for the \( k_i \)-th waypoint in \( P_i(t) \), and \( w(P_i^{k_i}, P_i^{k_i+1}) \) represents the cost to transition from \( P_i^{k_i} \) to \( P_i^{k_i+1} \). Hereafter, we define the transition cost \( w(P_i^{k_i}, P_i^{k_i+1}) \) as the distance between \( P_i^{k_i} \) and \( P_i^{k_i+1} \), i.e., \( \|P_i^{k_i} - P_i^{k_i+1}\| \). Note that alternative transition costs \( w \) can be defined that can capture, e.g., consumed energy or travel time. The problem that is addressed in this paper can be defined that can capture, e.g., consumed energy or travel time. The problem that is addressed in this paper can be defined that can capture, e.g., consumed energy or travel time.

**Problem 1:** Given dynamic task specifications \( \mathcal{H}_i(t) \) and fixed teams \( T_m, m \in \{1, \ldots, M\} \), select respective communication points \( v_j, j \in C_m \) so that the robot paths \( P_i(t) \) for all \( i \in N \) satisfy: (i) the assigned tasks are accomplished, i.e., all robots \( i \) go through all waypoints of \( \mathcal{H}_i(t) \) in the order they appear in \( \mathcal{H}_i(t) \); (ii) the communication graph \( G_c(t) \) is connected over time infinitely often; (iii) all robots \( i \in N \) share the collected time-critical information frequently enough with all robots in teams \( T_m \), for all \( m \in M_i \), according to desired specifications; and (iv) the total cost function \( \sum_{i \in \mathcal{N}} J(P_i(t)) \) is minimized.

### III. Intermittent Connectivity Control

In this section, we define infinite sequences of communication events (also called communication schedules) that ensure that \( G_c(t) \) is connected over time infinitely often. The communication schedules are constructed offline and require that the robots are connected so that they can share information with each other. Due to space limitations the detailed construction of these schedules is omitted and can be found in Section V in [10]. The constructed communication schedules are used in Section IV to design a distributed integrated task planning and intermittent connectivity control framework.

In what follows, we define the communication schedules that determine the order in which the robots in every team \( T_m \) should communicate with each other.

**Definition 3.1 (Schedule of Communication Events):**

The schedule of communication events of robot \( i \), denoted by \( \text{sched}_i \), is defined as an infinite repetition of the finite sequence \( s_i = (X, \ldots, X, M_i(1), X, \ldots, X, M_i(2), X, \ldots, X, M_i(|M_i|), X, \ldots, X) \), i.e., \( \text{sched}_i = s_i, s_i, \ldots = s_i^\omega \), where \( \omega \) stands for the infinite repetition of \( s_i \).

In Definition 3.1, \( M_i(e), e \in \{1, \ldots, |M_i|\} \) stands for the \( e \)-th entry of \( M_i \) and represents a communication event for team with index \( M_i(e) \), and the discrete states \( X \) indicate that there is no communication event for robot \( i \). The length of sequence \( s_i \) is \( \ell = \max \{d_{max} \} + 1 \) for all \( i \in N \), where \( d_{max} \) is the degree of node \( m \in V_T \) [10]. The schedule \( \text{sched}_i \) defines the order in which robot \( i \) participates in communication events for the teams \( T_m, m \in M_i \), for all robots \( i \in N \). Specifically, robot \( i \) either has to communicate with all robots that belong to team \( T_m, m \in M_i \), if \( \text{sched}_i(n_i) = m \), or does not need to participate in any communication event if \( \text{sched}_i(n_i) = X \), where \( \text{sched}_i(n_i) \) stands for the \( n_i \)-th entry of \( \text{sched}_i \) and \( n_i \in N_+ \).

**Remark 3.2 (Discrete states \( X \)):** In \( \text{sched}_i \), defined in Definition 3.1, the states \( X \) indicate that no communication event for robot \( i \). These states are used to ensure that the communication event for a team \( T_m \) is placed at an entry of \( s_i, m \in M_i \), with index that is common for all robots in team \( T_m \); see, e.g., the communication schedules for a network of \( N = 3 \) robots in Figure 1. Nevertheless, as it will be shown in Proposition 5.1 in Section V, it is the order of communication events in \( \text{sched}_i \) that is critical to ensure intermittent communication, not the indices of entries in \( s_i \) where the communication events are placed. This is due to a control policy applied to robots that are present in communication points; see Section IV-C.

### IV. Integrated Task Planning and Intermittent Communication Control

In this section, we synthesize paths \( P_i(t) \) that satisfy the assigned tasks \( \mathcal{H}_i(t) \), the intermittent connectivity requirement, and minimize the total cost \( \sum_{i \in \mathcal{N}} J(P_i(t)) \).

To achieve this, we select communication points that are introduced in the dynamic tasks \( \mathcal{H}_i(t) \) so that the total cost \( \sum_{i \in \mathcal{N}} J(P_i(t)) \) is minimized.

A. Construction of paths \( P_i(t) \)

1) Initialization: Using the schedules \( \text{sched}_i \), we design the initial paths \( P_i(t_0) \), where \( t_0 \) stands for the initial time instant, that include (i) all waypoints in \( \mathcal{H}_i(t_0) \) in the order they appear in \( \mathcal{H}_i(t_0) \), and (ii) the user-specified
communication points \( v_j, j \in C_m \), for all teams \( T_m, m \in M_1 \). Specifically, first the paths \( P_i(t_0) \) are initialized as \( P_i(t_0) = H_i^{\text{ear}}(t_0) \). If the task specifications \( H_i^{\text{ear}}(t_0) \) are not available, then the paths \( P_i(t_0) \) are initialized as \( P_i(t_0) = \emptyset \).

Then, the paths \( P_i(t_0) \) are updated by incorporating into them the user-specified communication points \( v_j, j \in C_m \), for all teams \( T_m, m \in M_1 \). The index \( k_i^m \in \{1, \ldots, K_i(t_0)\} \) of the entry in \( P_i(t_0) \) where the communication point \( v_j, j \in C_m \) for team \( T_m \) will be placed can be selected either arbitrarily or optimally so that the cost function \( J(P_i(t_0)) \) is minimized. The only requirement is that the communication points are introduced in \( P_i(t_0) \) in the order the respective communication events appear in \( \text{sched}_i \), for all \( i \in N \). In this way, we ensure that the communication events during the execution of the paths \( P_i(t_0) \) will occur in the order determined by the \( \text{sched}_i \). Note that during the initialization phase, the \( X \)'s that appear in \( \text{sched}_i \) are ignored and are not introduced in the paths \( P_i(t_0) \).

2) Online Construction: At any time \( t \) every robot \( i \) can update the current task \( H_i^t(\omega) \) by appending additional waypoints from \( H_i \), as discussed in Section II. The additional waypoints are appended to the paths \( P_i(t) \), as well. Moreover, when the robots \( i \in T_m \) meet at the respective communication point that appears in their paths \( P_i(t) \), they communicate and coordinate to select the next communication point for team \( T_m \) and design their corresponding paths \( P_i(t^+) \) that they will have at the time instant \( t^+ \), i.e., right after leaving this communication point. This coordination process is described in Section IV-B.

B. Selection of Next Communication Point

To select the next communication point \( v_j, j \in C_m \) for team \( T_m \) and incorporate it into \( P_i(t) \) giving rise to the paths \( P_i(t^+) \), the robots \( i \in T_m(t) \) solve the following integer program.

\[
\begin{align*}
\text{minimize} & \quad \sum_{i \in T_m} J(P_i(t^+)) \\
\text{subject to} & \quad P_i^{k_i^m}(t^+) = v_j, \\
& \quad k_i^m > k_i^{LC}(t), \\
& \quad k_i^m \geq k_i^t(t), \text{ where,} \\
& \quad K_i(t^+) \geq k_i^t(t) \geq \min(k_i^{LC}(t) + 2, K_i(t^+)), \\
& \quad k_i^m \leq k_i^t(t), \text{ where } K_i(t^+) \geq k_i^t(t) \geq k_i^t(t),
\end{align*}
\]

In the optimization problem (2) the paths \( P_i(t^+) \) are initialized as \( P_i(t^+) = P_i(t) \). In the objective function (2a), \( J(P_i(t^+)) \) stands for the cost of the path \( P_i(t^+) \) defined in (1). Also, \( K_i(t^+) \) stands for the number of waypoints in \( P_i(t^+) \). Note that \( K_i(t^+) = K_i(t) + 1 \) since \( P_i(t^+) \) includes all waypoints of \( P_i(t) \) and the next communication point for team \( T_m \) that does not exist in \( P_i(t) \). Moreover, \( k_i^m \) represents the index of the entry in \( P_i(t^+) \) where the selected communication point \( v_j, j \in C_m \) will be placed, i.e., \( P_i^{k_i^m}(t^+) = v_j, j \in C_m \).

The first constraint (2b) requires that all robots \( i \in T_m \) will select the same communication point \( v_j, j \in C_m \) for the next communication event associated with team \( T_m \) and incorporate it into the entry of \( P_i(t^+) \) with index \( k_i^m \). The second constraint (2c) ensures that all communication points \( v_j, j \in C_m \), for every team \( T_m, m \in M_1 \) are introduced in \( P_i(t^+) \) in the order that the respective communication events appear in \( \text{sched}_i \). In particular, in the second constraint, the index \( k_i^{LC}(t) \) is defined as the index of the entry in \( P_i(t) \) where the last communication point has been introduced, i.e., none of the waypoints \( P_i^{k_i^{LC}}(t) \), for all \( k_i \in \{k_i^{LC}(t) + 1, \ldots, K_i(t)\} \) is a communication point. This constraint requires that robot \( i \) will participate at the next communication event for team \( T_m \) only after it has visited all other communication points that already exist in \( P_i(t^+) \), for all robots \( i \in T_m \). This combined with the fact that the communication points appear in the path \( P_i(t_0) \) in the order determined by \( \text{sched}_i \), for all \( i \in N \), entails that the communication points are introduced into all subsequent paths \( P_i(t) \), for all \( t > t_0 \) in the order that is determined by \( \text{sched}_i = s_i^m \), as well, for all \( i \in N \); see also Figure 2. As discussed in Remark 3.2, and as it will be shown in Proposition 5.1, this constraint ensures that the network never reaches a deadlock configuration and guarantees intermittent communication infinitely often. Notice that the symbols \( X \) that appear in the schedules \( \text{sched}_i = s_i^m \) are ignored and are not introduced in \( P_i(t^+) \).

The last two constraints (2d)-(2e) are additional constraints for \( k_i^m \) and determine how frequently communication events should occur. Specifically, the second constraint requires that the index \( k_i^m \) is greater than \( k_i^t(t) \) which is also an index of entries of the path \( P_i(t) \) and can change with time. The index \( k_i^t(t) \) is selected under the following two requirements. First, to ensure feasibility of the optimization problem (2a), \( k_i^t(t) \) should satisfy \( K_i(t^+) \geq k_i^t(t) \), for all \( n_i \geq 1 \), since there are only \( K_i(t^+) \) possible entries for
the communication point $v_j$, $j \in C_m$ in the path $P_i(t^+)$. Second, we require that $k^i_t(t)$ is selected so that $k^i_t(t) \geq \min(k^i_{\text{LC}}(t) + 2, K_i(t^+))$. Essentially, this requirement motivates robot $i$ to visit $k^i_t(t) - k^i_{\text{LC}}(t) - 1$ waypoints in the path $P_i(t^+)$ that are not communication points, if there are such waypoints, before communicating with another team; see also Figure 2. As it will be discussed in Theorem 5.2, this ensures that robot $i$ will accomplish its assigned task, i.e., it will eventually visit all waypoints associated with the assigned task in the path $P_i(t^+)$. The last constraint is similar to the second one and it requires that $k^{in}_t$ is smaller than $k^i_t(t)$, which is also an index of entries in the path $P_i(t)$. The index $k^i_t(t)$ is selected so that the inequality $K_i(t^+) \geq k^i_{\text{LC}}(t) \geq k^i_t(t)$ is satisfied to ensure feasibility of (2). In other words, the last two constraints require that the index of the next communication point for team $T_m$ in the path $P_i(t^+)$ should belong to $[k^i_{\text{LC}}(t), k^i_t(t)] \subseteq \mathbb{N}$. Finally, notice that the indices $k^{in}_t$ are not required to be the same for all robots in team $T_m$.

**Remark 4.1** ($k^i_t(t)$ and $k^{in}_t$): In practice, $k^i_t(t)$ can be selected so that robot $i$ collects a sufficiently large amount of information before communicating with another team. On the other hand, $k^{in}_t(t)$ controls the amount of information that robot $i$ is allowed to hold onto before sharing it with other robots. For example, if robot $i$ is expected to collect highly critical information at the next waypoints, then $k^{in}_t(t)$ should be selected small, so that the collected data can be propagated to the network, as soon as possible. Thus, $k^i_t(t)$ and $k^{in}_t(t)$ can control the frequency at which communication events occur. Moreover, $k^{in}_t(t)$ can also capture buffer constraints as, e.g., in [11].

**C. Online Execution of Paths $P_i(t)$**

In this section we discuss the online execution of the paths $P_i(t)$, for all $t \geq t_0$. Given the paths $P_i(t)$, for any $t \geq t_0$, robots start moving towards the next unvisited waypoint in the path $P_i(t)$, i.e., the first waypoint in $P_i(t)$, denoted by $P^1_i(t)$, since visited waypoints are deleted from $P_i(t)$. When robot $i$ reaches the waypoint $P^1_i(t)$, it checks if this location corresponds to a communication point associated with a team $T_m$, $m \in M_i$. If this is not the case, then robot $i$ deletes the waypoint $P^1_i(t)$ from the path $P_i(t)$, as there is no need to store it anymore, and moves towards the next waypoint $P^1_i(t)$. Otherwise, if $P^1_i(t) = v_j$, $j \in C_m$, $m \in M_i$ robot $i$ waits at the communication point $v_j$, $j \in C_m$ for the arrival of all other robots in team $T_m$. When all robots in $T_m$ are physically present at $v_j$, $j \in C_m$, they communicate and coordinate to select the next communication point for $T_m$ and design new paths $P_i(t^+)$ as per the solution of the optimization problem (2).

**V. Correctness**

In this section, we present results pertaining to correctness of the proposed control scheme. Specifically, in Theorems 5.2 and 5.3, we show that when the robots follow the paths $P_i(t)$ both the assigned task and the intermittent communication requirement are satisfied. To show these results, we first need to show that the system is deadlock-free when the paths $P_i(t)$ are executed as discussed in Section IV-C. Specifically, we assume that there is a deadlock, if there are robots in any team $T_m$ that are waiting forever at a communication point for the arrival of all other robots in team $T_m$. The proof of Proposition 5.1 is the same as the proof of Proposition 7.3 in [10] and, therefore, is omitted. The proofs of Theorems 5.2 and 5.3 are omitted due to space limitations.

**Proposition 5.1 (Deadlock):** The mobile robot network is deadlock-free when the paths $P_i(t)$ are executed as in Section IV-C.

**Theorem 5.2 (Task):** Construction and execution of paths $P_i(t)$ as per the proposed algorithm ensures that all robots will accomplish the assigned task.

**Theorem 5.3 (Intermittent Connectivity):** Construction and execution of paths $P_i(t)$ as per the proposed algorithm ensures that the dynamic communication graph $G_c(t)$ is connected over time infinitely often.

**VI. SIMULATION STUDIES**

In this section, a simulation study is provided that illustrates our approach for a network of $N = 15$ robots that reside in a $10 \times 10$ square workspace free of obstacles. Robots are categorized into $M = 12$ teams as follows: $T_1 = \{1, 2, 9\}$, $T_2 = \{3, 4, 5\}$, $T_3 = \{3, 6, 13\}$, $T_4 = \{1, 3, 14\}$, $T_5 = \{2, 5, 11\}$, $T_6 = \{4, 12, 14\}$, $T_7 = \{5, 9, 15\}$, $T_8 = \{4, 9, 12\}$, $T_9 = \{6, 7, 10, 15\}$, $T_{10} = \{7, 8, 11\}$, $T_{11} = \{8, 10, 11, 12\}$, and $T_{12} = \{7, 10, 13\}$ resulting in a connected graph $G_T$. In the workspace, there are $R = 60$ communication points that are randomly located in $W$, where we select $|C_m| = 5$, for all $m \in M$ and $C_m \cap C_n = \emptyset$, for all $m, n \in M$. Also, we assume that the robot dynamics are given by $x_i(t) = u_i(t)$, $||u_i(t)|| = u_{\text{max}}$.

Robot 1 has to follow a finite path with $H_1 = 4$, which is randomly generated at the beginning capturing point-to-point navigation tasks [14] or co-safe LTL tasks [15]. For all the other robots we select $H_i = \infty$. Specifically, we assume that robots 2 and $N$ have to follow periodic paths forever to accomplish their assigned tasks. These paths are randomly generated at the beginning resembling in this way surveillance [16], estimation [17], or LTL tasks [11]. Also, the periodic path $P_N$ goes through a user that receives the collected information. All the other robots have to follow infinite and aperiodic paths. These robots initially construct finite paths which are randomly generated and then they extend those paths at random time instants by a number of waypoints that is randomly selected from $[1, 10]$ resembling tasks in unknown or dynamic environments as, e.g., in [18], [19], or receding horizon planning approaches [13], [20].

The schedules of communication events for the first four robots have the following form.

1\text{For periodic paths, } K_i(t) \text{ can be selected arbitrarily large, since it can be viewed as an infinite and known path. As a result, if } K_i(t) \text{ is greater than the period of a periodic path, then during a single execution of this periodic path, robot } i \text{ may not necessarily communicate with all teams } T_m, m \in M_i, \text{ which is not the case in } [10].
Fig. 3. Figure 3(a) shows the number of task waypoints (solid lines) that are visited by all robots between consecutive communication events. Figure 3(b) depicts the consensus of numbers $v_i(t)$.

\[ \text{sched}_1 = [1, 4, X, X]^\omega, \text{ sched}_2 = [1, 5, X, X]^\omega, \]
\[ \text{ sched}_3 = [2, 4, 3, X]^\omega, \text{ sched}_4 = [2, 8, 6, X]^\omega. \] (3)

Moreover, we select $k_i^1(t) = \min(K_i(t)+1), k_i^L(t) + 2)$, for all $i \in \mathcal{N}$, which means that robot $i$ has to visit at least one waypoint associated with the assigned task, if there exists such a waypoint in $\mathcal{P}_i(t)$, between consecutive communication events. Also, we assume that every time the robots visit a waypoint related to the assigned task, they collect one packet of information while they should never keep more than five packets that have never been transmitted to other robots. To capture such limitations, we select $k_i^0(t) = \min(K_i(t), k_i^L(t) + 6)$, for all $i \in \mathcal{N}$. Notice that the selected values for $k_i^0(t)$ and $k_i^0(t)$ meet all the requirements described in Section IV-B to guarantee feasibility of the optimization problem (2), for all $t > t_0$.

Observe in Figure 3(a) that all robots visit at least one and at most five waypoints related to the assigned task between consecutive communication events, as required. Note also that in this simulation study, it always holds that $k_i^0(t) = k_i^L(t) + 2$ and $k_i^1(t) = k_i^L(t) + 6$, for all $t \geq t_0$ and for all robots $i \neq 1$. Since robot 1 has to follow a finite path to accomplish its task, there exists a time instant $t'$, where all the locations in its path $\mathcal{P}_1(t)$ are only communication points, for all $t \geq t'$. Therefore, there are no waypoints related to the assigned task between communication points.

To illustrate that the proposed motion plans ensure intermittent communication among the robots infinitely often, we implement a simple consensus algorithm over the dynamic network $\mathcal{G}_c$. Specifically, we assume that initially all robots generate a random number $v_i(t_0)$ and when all robots $i \in \mathcal{T}_m$ meet at $v_j$, $j \in \mathcal{C}_m$ they perform the following consensus update $v_i(t) = \frac{1}{|\mathcal{T}_m|} \sum_{c \in \mathcal{T}_m} v_i(t)$. Figure 3(b) shows that eventually all robots reach a consensus on the numbers $v_i(t)$, which means that communication among robots takes place infinitely often, as proven in Theorem 5.3. The simulation video along with its description can be found in [21].

VII. CONCLUSION

In this paper, we proposed a distributed intermittent communication framework for teams of mobile robots with limited communication ranges that are responsible for accomplishing time-critical dynamic tasks. To the best of our knowledge, this is the first distributed and online intermittent communication framework that scales well with the size of the network and can handle time-critical dynamic tasks and arbitrary communication topologies.
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