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Abstract

Objective. The theory of non-parametric regression has been shown to be useful in extracting relevant features from Local Field Potential (LFP) signals for decoding motor intentions. Yet, conventional designs of brain-computer interfaces predominantly rely on simple linear classification methods, circumventing deep neural networks due to training data scarcity. This paper leverages the robustness of several fundamental results in non-parametric regression - namely, Pinsker's theorem and its adaptively optimal counterpart due to James-Stein - to harness the potentials of deep learning in limited data setups.

Approach. We propose a novel deep learning architecture that combines non-parametric regression for feature extraction, using Pinsker's and the James-Stein estimators, with a deep neural network for classification. Main result and Significance. We apply our deep Pinsker and James-Stein neural networks to the problem of decoding eye movement intentions from LFPs collected in macaque cortex at various cortical depths, while the animals perform memory-guided visual saccades to one of eight target locations. The results demonstrate that our deep learning architecture with non-parametric feature extraction is capable of achieving decoding accuracy of up to 96.5\% at superficial cortical depths and up to 72\% at deep cortical sites, making substantial improvement over state-of-the-art methods.

I. INTRODUCTION

A key challenge in neural engineering is the restoration of lost and/or impaired motor skills in subjects with chronic disabilities by means of neural prostheses [1]–[5]. At the heart of this challenge is designing reliable and robust brain-computer interfaces (BCIs) that utilize either non-invasive signal acquisition technology such as electroencephalography (EEG), or chronically implanted microelectrode arrays to collect signals directly from brain tissue [6], [7].
To foster successful practical deployment of neural prostheses, several important issues should be addressed. First, BCIs should generalize well in decoding motor intentions from neuronal activity signals recorded at different cortical sites/depths. Second, BCIs should generalize well across population of subjects that perform the same/similar tasks. Last but not least, BCIs should generalize well when trained with limited and even scarce training data; this is particularly important in invasive BCI configurations where acquiring training data is expensive and time-consuming endeavour [7], [8].

Conventional approaches for designing BCIs utilize the firing rates/patterns of individual neurons, as information-carrying features [2], [8], [9]. However, the ability to detect the multunit spiking activity diminishes over time due to the sensor degradation. Recent advances have shown that local field potential (LFP) signals obtained by low-pass filtering the same wide-band neuronal activity signal from which the spikes are high-pass filtered, present a viable alternative for designing reliable BCIs with long-term outlook [8], [10]–[13]. In this regard, the theory of non-parametric regression has proven to be vital for the success of LFP-based neural decoders [14], [15]. This has led to the development of complex-valued spectrum-based feature extraction technique based on the famous Pinsker’s theorem [16], [17]. As opposed to conventional feature extractors based on the spatial covariance matrix [18]–[22] or the power spectrum density (PSD) [12] of the LFP signals, Pinsker’s feature extractor naturally incorporates both the amplitude and phase information inherently present in the LFP signal, leading to significant improvements in the accuracy of decoding motor intentions from LFP data [14], [15]. However, in these early studies, Pinsker’s features are used along simple classification approaches such as the Linear Discriminant Analysis (LDA) [23], [24]. While the LDA leads, to some extent, to a robust BCI architecture, and it performs well even for scarce data sets, its performance is rather limited; that is, the decoding accuracy exhibits substantial variability across cortical depths with a trend to be noticeably poorer at deeper cortical sites [12], [14], [15].

The re-emergence of deep neural networks (DNNs) makes them an attractive choice for BCIs. Several recent works have reported some degree of success in this regard. The work presented in [25] applies deep convolutional neural network (CNN) for classification of motor imagery tasks using multichannel EEG data where the signals are first translated into time-frequency images using the short-time Fourier transform; these images are then fed as inputs to the CNN. In similar fashion, the authors in [26] apply CNN over the spatial covariance matrices of multichannel EEG data. An early work in [27] applies recurrent neural network (RNN) for predicting macaque arm
reaches from the spiking activity of large network of neurons recorded using invasive data acquisition methods. RNNs have been also used in [28] to capture the temporal variability of firing patterns of the neurons recorded across long period of time, fostering successful cross-session decoding. Further progress has been reported in [29] where variational autoencoder (VAE) was used to model and predict single-trial firing patterns from large population of neurons. In addition to the aforementioned notable works, [30]–[32] provide comprehensive reviews of common classification methods in BCIs including DNNs.

DNNs are known to require extensive training data [33], [34] and it should be noted that in all of the works cited above, the available data is consistently large, which is the exception rather than the rule [7], [30]–[32]. Specifically, data sets in invasive BCI configurations are often quite limited due to two main reasons: (i) collecting sufficient amounts of training data via invasive electrophysiology techniques is time-consuming and expensive process [2], [7], [8], and (ii) neuronal activity signals are known to be highly non-stationary, which implies that their structural and statistical properties vary substantially over time, space and subjects [35], [36]; this limits the applicability of the training data collected over longer periods of time, in the sense that a BCI algorithm trained using data collected over given period (e.g. one day) is likely to be inapplicable to test data acquired later (e.g. the next day) [28]. As a result, BCIs are expected to be trained and re-trained over small batches of up-to-date data. These are important reasons why DNNs have been largely avoided in LFP-based BCIs.

Motivated by the robustness of the non-parametric feature extraction method based on Pinsker’s theorem proposed in [14], [15] and the success of deep learning [33], [34], we propose a novel decoding architecture for BCIs, designed to combine the benefits of both methodologies and foster successful application of deep learning in limited data setups. The proposed method leverages the strength of the fundamental results from the theory of non-parametric regression, i.e., Pinsker’s theorem as well as the blockwise extension of the James-Stein estimator [16], [17], and their proven ability to extract relevant and meaningful features from neural signals, and enable the DNN to be trained with limited, even scarce data sets. In particular, we consider two architectures. The first one uses the minimax-optimal function estimator due to Pinsker for feature extraction, followed by fully connected multilayer perceptron (MLP); we refer to this architecture as \textit{deep Pinsker neural network (DPNN)}. The other architecture applies the James-Stein estimator, which is an adaptively minimax-optimal variant of Pinsker’s estimator, valid over large sets of classes of smooth functions, followed by fully connected MLP and referred
to as deep James-Stein neural network (DJSNN). We apply these architectures for decoding intended eye movement directions from LFP data collected from the prefrontal cortex (PFC) of two macaque monkeys performing memory-guided visual saccades to one of eight target locations on a screen. As demonstrated by the results of our investigations, a relatively shallow DNN when trained over Pinsker’s features is powerful enough to significantly outperform simple decoding approaches based on linear methods and achieve peak decoding accuracy of up to 96.5% at superficial depths near the surface of the prefrontal cortex. Even more remarkably, the decoding accuracy of the DPNN at deep cortical sites peaks at 72%; these results are a substantial improvement over methods based on LDA classifiers.

II. METHODS

We organize this section into three parts. In Section II-A we describe the experiment and the acquired data. Then, in Section II-B we review the theory of non-parametric regression including Pinsker’s theorem and the blockwise formulation of the James-Stein estimator. Section II-C focuses on our main contribution and presents the deep learning architecture with non-parametric feature extraction.

A. Experimental Setup

We begin with a brief overview of the visual saccades experiment in Section II-A1. Section II-A2 discusses the data acquisition techniques. Details about the acquired data are given in Section II-A3. All experimental procedures were approved by the NYU University Animal Welfare Committee (UAWC).

1) Memory-guided visual saccades: Two adult male macaque monkeys (M. mulatta), referred to herein as Monkey A and Monkey S, were trained to perform a memory-guided visual saccade task. The setup consists of an LCD monitor on which targets are presented to the animal, see Fig. 1. The monkey initiates a trial by fixating a central target. Once the monkey maintains fixation for a baseline period, one of eight peripheral targets (drawn from the corners and edge midpoints of a square centered on the fixation target) is flashed on the screen for 300 milliseconds. For a random-duration memory period (1 - 1.5 seconds), the animal must maintain fixation on the central target until it is turned off. This event gives the monkey a visual cue to saccade to the remembered location of the peripheral target. If the monkey holds the gaze within a square window of the true target location, the trial is completed successfully. We only LFP
segments during the memory periods of a successful trials in our analyses since this epoch reflects information storage and generation of the resulting motor response.

2) **Data acquisition:** The animals were instrumented with a head restraint prosthesis that enables head position fixation and eye movement tracking. The recording chambers were surgically implanted in a craniotomy made over the right prearcuate gyrus of lateral PFC using MRI-guided stereotaxic techniques (Brainsight) in both animals. An electrode array consisting of $N = 32$ individually movable electrodes (20 mm travel, Gray Matter Research) was semi-chronically implanted into the recording chambers. Signals were initially recorded at 30 kHz and were subsequently downsampled to $\nu_S = 1$ kHz to obtain the LFPs. The initial position of each electrode (also referred to as channel, interchangeably) at the beginning of the experiment was receded 1 millimeter within the drive; after penetrating the dura and the pia, action potentials were first recorded at a mean depth (from the initial position) of 2.23 and 3.04 millimetres for Monkey A and Monkey S, respectively. As the experiment progressed, the positions of individual electrodes were gradually advanced deeper; the mean depth increase step was 34 and 100 microns for Monkey A and Monkey S, respectively. The reader interested in additional technical details regarding the materials and methods used to trace the action potential activity is referred to [12].

3) **Data description:** For a fixed electrode depth configuration, multiple trials were performed. Henceforth, a fixed configuration of electrode positions over which trials are collected is referred to as **electrode depth configuration (EDC)**. Each EDC is uniquely described by a 32-dimensional
Fig. 2. The distribution of successful trials across EDCs. Trials were performed for 34 and 54 unique EDCs in Monkey A and Monkey S, respectively. The horizontal axis denotes the mean electrode depth computed by averaging all entries in the recorded EDC depth vectors. The initial 14 EDCs in Monkey S are fully/partially outside the PFC.

real vector; each entry in the vector contains the depth position of an individual electrode (in millimeters) with respect to its initial position (and not with respect to the depth at which action potentials were first detected). The subjects were trained across several days and recording sessions. As also described in Section II-A2, over the course of the experiment, the positions of the electrodes were gradually advanced into the PFC. The experiment was performed over a total of 34 and 55 EDCs for Monkey A and Monkey S, respectively, during which multiple trials were collected. The distribution of successful trials across EDCs is visually depicted in Fig. 2 where the horizontal axis denotes the mean electrode depth, computed as a simple average of the entries of the EDC vector; the indexing of the EDCs used here reflects the temporal progression of the experiment; namely, the trials for EDC-i were collected earlier in time than the trials for EDC-j if j > i. The total number of trials across all EDCs is 3922 for Monkey A and 13064 for Monkey S. The respective averages are \( \approx 90 \) and \( \approx 250 \) trials per EDC for Monkey A and Monkey S, respectively (with the exception of EDC-6 in Monkey A for which a total of 827 trials were collected across 10 recording sessions). It should be noted that the experiment for Monkey S began before action potential were detected, i.e., before the electrodes penetrated the surface of the PFC, and the recordings for the first 14 EDCs were taken while some (or all) of the electrodes were still outside the PFC [12].

B. Non-parametric Feature Extraction Methods: Theoretical Foundations

We present a brief overview of the theory of non-parametric regression that underlines our feature extraction approaches; for more detailed technical discussions, the interested reader is
referred to [16], [17]. In Section II-B1 we formalize the problem of decoding motor intentions in BCIs as a non-parametric hypothesis testing problem. Then, in Section II-B2, we motivate the use of plug-in decoders based on minimax-optimal function estimators. The theory of Gaussian sequences is presented in Section II-B3 as a framework for devising tractable, asymptotically minimax-optimal function estimators. We then discuss the main result in Pinsker’s theorem, as well as the blockwise variant of the James-Stein estimator in Sections II-B4 and II-B5, respectively. The connection between the two estimators, namely Pinsker’s and the blockwise James-Stein is discussed in Section II-B6 where it is shown that in the context of the available LFP data, both estimators can be viewed as a special cases of the truncation estimator. We wrap up with Section II-B7 where we investigate the validity of the assumptions imposed by the theorems on the acquired data.

1) Problem Statement: Let the sequence $Y_t$ for $t = 0, 1, \ldots, T - 1$ represents a discrete-time LFP signal collected from an arbitrary electrode with sampling frequency $\nu_S = 1$ kHz during the memory period of an arbitrary trial (see Section II-A for a recap on the experimental setup). We assume that the LFP signal consists of two components [16], [17]:

1) information-carrying but unknown signal waveform, represented by a smooth function $f : [0, 1] \rightarrow \mathbb{R}$ that determines the dynamics of the decision-making process,
2) random noise component, $\sigma Z$ modelled as a zero-mean, independent and identically distributed (i.i.d.) Gaussian process with standard deviation $\sigma$.

These two components add up in the following, non-parametric, discrete-time model:

$$Y_t = f_t + \sigma Z_t, \quad Z_t \sim \mathcal{N}(0, 1), \quad t = 0, \ldots, T - 1,$$

where $f_t = f(t\nu_S)$ and $Z_t$ denote the discrete-time versions of $f$ and $Z$, respectively. We assume that $f \in \mathcal{F}$. More precise technical assumptions about the function space $\mathcal{F}$ will be made later in Section II-B4; for now, it suffices to say that $\mathcal{F}$ is a class of smooth functions in the space of all square-integrable functions $L^2([0, 1])$ with respect to a Lebesgue measure.

It is well-known that neuronal activity is non-stationary across time, space as well as subjects [35], [36]. This phenomenon occurs as a result of the natural variability of the recording conditions as the experiment proceeds; we use the term recording condition to encompass the various different factors that jointly determine the relationship between the activity of the neurons and the intended motor action, i.e., eye movement direction in our case [28]. Variations in the recording conditions might occur due to, for instance, changes in the electrical properties
of the measurement equipment including the electrode array, small drifts of the positions and depths of the electrodes, i.e., changes of the array topology as the experiment proceeds, psychophysiological changes of the subject such as variations in the firing patterns of individual neurons, changes in the attention of the subject, etc. To summarize, it is reasonable to assume that each individual trial, conducted under the same experimental conditions will produce a different function \( f \). We can formalize these notions as follows. First, we assume that the function \( f \) is different for each target location \( k = 1, \ldots, K \) in the experiment (with \( K = 8 \) in our case, see Section II-A). Second, for a given target location, the function \( f \) varies across different trials. As a result, we conclude that each target location \( k \) forms a sub-class of functions \( \mathcal{F}_k \) in the function space \( \mathcal{F} \). In light of this, our objective can be expressed as a hypothesis testing problem; namely, we aim to find a decision rule \( \delta(\cdot) \) that maps an arbitrary LFP sequence \( Y_t, t = 0, \ldots, T-1 \) into one of the \( K = 8 \) possible target classes, i.e., sub-classes of functions \( \mathcal{F}_k, k = 1, \ldots, K \):

\[
\hat{k} = \max_{k=1,\ldots,K} \delta(\{Y_t\}_{i=0}^{T-1}).
\]

2) Minimax-optimal function estimation: Next, we consider the plug-in decoder based on the function estimate of the true LFP signal waveform using the LFP sequence \( \{Y_t\} \) and motivate the use of minimax-optimal function estimators. Let \( \hat{f}(\{Y_t\}) = \hat{f}_T \) denote an estimator of \( f \) based on the time sequence \( Y_t, t = 1, \ldots, T \) and the model (1). Consider the plug-in decoder \( \delta(\{Y_t\}) = \delta(\hat{f}_T) \). A desired property of the plug-in decoder \( \delta(\hat{f}_T) \) to be consistent, i.e., for high sampling rates the probability of miss-classification should go to zero asymptotically. One way to enforce and guarantee consistency is to take the worst-case miss-classification probability to zero as \( T \to \infty \). It has been shown in [15] that a simple minimum distance decoder has a worst case miss-classification probability that goes to zero in the limit \( T \to \infty \) if the function estimator \( \hat{f}_T \) is consistent (in the sense that its mean squared estimation error goes to zero) as long as the function classes \( \mathcal{F}_k, k = 1, \ldots, K \) are well-separated.

This motivates the use of minimax-optimal function estimators. Specifically, let \( \hat{f}^*_T \) denote the estimator of \( f \) that minimizes the maximum mean squared estimation error over all function estimators \( \hat{f}_T \) [16], [17]; in such case, it can be shown that the plug-in decoder \( \delta(\hat{f}^*_T) \) converges fastest to zero among all classifiers of this type; furthermore, the consistency result is valid for any choice of function classes \( \mathcal{F}_k, k = 1, \ldots, K \) as long as they remain well-separated. In other words, minimax-optimal estimators are robust with respect to the structure of the function space
$\mathcal{F}$; this is a desirable property, which should be retained given the non-stationary nature of the LFP signals.

3) **Gaussian sequence model:** Function estimators (including minimax-optimal estimators) are, in general, objects with infinite number of dimensions and difficult to use in practical BCIs. This suggests that we need to resort to finite-dimensional, asymptotically minimax-optimal representations of the minimax-optimal function estimators. The theory of Gaussian sequence models, which we present next, provides the necessary framework for designing such finite-dimensional estimators.

Consider a sequence $\{y_l\}$ of random variables, indexed in an index set $\mathcal{I}$. It is assumed that the components of the sequence $y_l, l \in \mathcal{I}$ are statistically independent and follow Gaussian distributions with unknown means $\theta_l$ and known positive and equal standard deviations $\epsilon$. Thus, the sequence model can be written as

$$ y_l = \theta_l + \epsilon z_l, \quad z_l \sim \mathcal{N}(0, 1), \quad l \in \mathcal{I}. $$

In the above abstract model, $\theta_l$ are components that are not necessarily related to each other [16], [17]. We now show how to establish relationship between (2) and the regression model introduced in (1). Let us first define the vectors

$$ Y = (Y_0, \ldots, Y_{T-1}), \quad f = (f_0, \ldots, f_{T-1}), \quad Z = (Z_0, \ldots, Z_{T-1}). $$

These vectors live in $T$-dimensional Euclidean space, endowed with the normalized inner product $\langle \cdot, \cdot \rangle$ and the corresponding norm $\| \cdot \|_2$. Let the set of $T$-dimensional vectors $\{\varphi_l\}$ be an orthonormal basis with respect to a normalized inner product. Thus, we can form the following inner products:

$$ y_l = \langle Y, \varphi_l \rangle, \quad \theta_l = \langle f, \varphi_l \rangle, \quad z_l = \sqrt{T}\langle Z, \varphi_l \rangle, $$

for $l = 1, \ldots, T$. It is trivial to confirm that under the model (1), $z_l \sim \mathcal{N}(0, 1)$; hence, the observation sequence $\{y_l\}$ satisfies the Gaussian sequence model (2) with $\epsilon = \sigma/\sqrt{T}$ and $\mathcal{I} = \{1, \ldots, T\}$. We conclude that the transition from the function space to the sequence space is done through an orthogonal linear transformation of the regression model (1) which leads to the model (2).
4) Pinsker’s theorem: Instead of estimating \( f \) in the function space \( \mathcal{F} \) using the regression model (1), we can alternatively estimate \( \{\theta_t\} \) in the sequence space using the representation (2) with \( \epsilon = \sigma / \sqrt{T} \). In light of this, Pinsker’s theorem is a fundamental result in the theory of Gaussian sequences and a key ingredient in our deep learning architecture. Specifically, let \( \Theta \) be in ellipsoid in \( \ell_2(\mathbb{N}) \) such that

\[
\Theta(a, C) = \left\{ \theta = (\theta_1, \theta_2, \ldots) : \sum_{l} a_l^2 \theta_l^2 \leq C \right\},
\]

where \( \{a_l\} \) denotes a non-decreasing sequence of positive numbers. Let \( \hat{\theta} = (\hat{\theta}_1, \hat{\theta}_2, \ldots) \) denote an estimator of \( \theta \in \Theta \). Pinsker’s theorem states that the estimator \( \hat{\theta}^*_l \) of the form

\[
\hat{\theta}_l^* = \left( 1 - \frac{a_l}{\mu} \right) c_l y_l, \quad \mu > 0, \quad (3)
\]

is consistent and asymptotically minimax-optimal over the ellipsoid \( \Theta(a, C) \). We see that Pinsker’s estimator shrinks the observations by an amount \( c_l = 1 - a_l / \mu \) as long as \( a_l / \mu < 1 \); otherwise, it attenuates them to zero. It is also linear, as the shrinking coefficient \( c_l \) does not depend on the observations. Finally, it is diagonal as the estimate \( \hat{\theta}_l^* \) depends only on \( y_l \) and not on any other \( y_j, j \neq l \).

One might wonder how is the above, rather abstract result related to our problem, namely classification of LFPs for decoding motor intentions. So far we have only showed how to transition from the function space representation (1) into the sequence domain representation (2) through an arbitrary linear transformation. However, we have still not discussed which transformation to use such that Pinsker’s theorem is applicable.

Gaussian sequence representations obtained using the Fourier basis functions with \( \theta \) constrained to live in an ellipsoid with a given sequence \( \{a_l\} \), correspond to functions \( f \) living in function space \( \mathcal{F} \) with a given structure [16], [17]. Specifically, consider the Fourier basis of sines and cosines:

\[
\varphi_1(x) = 1, \quad \varphi_{2m}(x) = \sqrt{2} \cos(2\pi mx), \quad \varphi_{2m+1}(x) = \sqrt{2} \sin(2\pi mx), \quad m \in \mathbb{N}, \quad (4)
\]

with \( x \in [0, 1) \). Let \( \Sigma \) denote a Sobolev class of functions, defined as

\[
\Sigma(\alpha, C) = \left\{ f \in L_2([0, 1]) : f^{(\alpha-1)} \text{ is absolutely continuous, and } \int_0^1 [f^{(\alpha)}(t)]^2 dt \leq C^2 \right\}.
\]
It can be shown [16], [17] that a function is in the Sobolev function class $\Sigma(\alpha, \pi^\alpha C)$ if and only if its Fourier series coefficients $\{\theta_l\}$ are in an ellipsoid $\Theta(a, C)$ with

$$a_1 = 0, \quad a_{2m} = a_{2m+1} = (2m)\alpha, \quad m \in \mathbb{N}.$$ 

We conclude that finding the (asymptotically) minimax-optimal estimator over a class of smooth functions $\Sigma(\alpha, \pi^\alpha C)$ is equivalent to finding the (asymptotically) minimax-optimal estimator over $\Theta(a, C)$. Thus, to obtain the minimax-optimal function estimator, one can take the Fourier series of the observations $Y$ using the basis functions (4), with $x = \{t/T\}, t = 0, \ldots, T-1$, shrink the coefficients as in Pinsker’s result (3), and then reconstruct a signal using the modified Fourier series coefficients. In addition, since $\{a_l\}$ is a monotonically increasing sequence, the sequence $\{c_l\}$ will be monotonically decreasing and the optimal estimator (3) has only a finite number of non-zero components. This is the key simplification provided by the sequence representation (2) and Pinsker’s estimator (3); namely, it allows us to transition from the infinite-dimensional function space (i.e., the time domain (1)) to an equivalent finite-dimensional representation in the sequence space (i.e., the frequency domain) where only a handful of Fourier coefficients corresponding to the lowest frequencies are non-zero. In other words, Pinsker’s theorem tells us that the optimal regressor for functions assumed to exhibit Sobolev type of smoothness is weighted low-pass filtering.

5) The blockwise James-Stein variant: Pinsker’s estimator (3) depends on the Sobolev smoothness parameters $\alpha$ and $C$, or, equivalently $\alpha$ and $\mu$, which in practice are not known. In other words, these parameters should be treated as hyper-parameters, meaning that they should be optimized using the training data via some form of cross-validation. However, in setups with limited training data, this might lead to overfitting; in other words, finding the adequate Sobolev class parameters from limited data is not a trivial task. An alternative approach that does not require knowledge of the smoothness parameters is the James-Stein estimator and its blockwise extension, discussed next.

Let $y = (y_1, \ldots, y_n) \sim \mathcal{N}(\theta, \epsilon^2 I)$, where $\theta = (\theta_1, \ldots, \theta_n)$ be a multivariate diagonal Gaussian random vector. Consider the problem of estimating $\theta$ from $y$. The James-Stein estimator of the vector $\theta$, defined for $n \geq 2$, is given by [16]:

$$\hat{\theta}_{JS}(y) = \left(1 - \frac{(n-2)\epsilon^2}{\|y\|_2^2}\right)_+ y.$$ 

The above nonlinear estimator is uniformly better than the maximum likelihood estimator $y$ for this problem [16]. We observe that unlike Pinsker’s estimator (3), the James-Stein estimator is
not linear, as the amount of shrinkage applied to the observations \( y \) depends on the norm of the observations. Also note that the amount of shrinkage applied is equal for all observations; hence, the James-Stein estimator is still diagonal.

For the Gaussian sequence model (2), a blockwise variant of the James-Stein estimator is defined [16], [17]. We first divide the Gaussian sequence \( \{ y_l \} \) into blocks. Then we apply the James-Stein estimator (5) for each block. Consider a partition of the positive integers \( \mathbb{N} = \bigcup_{j=0}^{\infty} B_j \), where \( B_j = \{ 2^j, \ldots, 2^{j+1} - 1 \} \) are disjoint dyadic blocks; the size of block \( j \) is \( |B_j| = 2^j \). We define the observation vector for block \( j \) as \( y^{(j)} = \{ y_l, l \in B_j \} \). We fix the integers \( L \) and \( J \). Then, the blockwise James-Stein estimator is defined as

\[
\hat{\theta}^* = \begin{cases} 
    y^{(j)}, & j \leq L \\
    \hat{\theta}_{JS}(y^{(j)}), & L < j \leq J \\
    0, & j > J
\end{cases}
\]

(6)

where, \( \hat{\theta}_{JS}(y^{(j)}) \) is computed using (5) with \( n = 2^j \). The blockwise James-Stein estimator leaves the first \( L \) blocks unchanged (i.e., \( c_l = 1 \) for \( l \in \{1, \ldots, 2^L - 1 \} \)), applies James-Stein shrinkage to the next \( J - L \) blocks (i.e., \( c_l \) is computed according to (5) for \( l \in \{2^L, \ldots, 2^J - 1 \} \)), and shrinks the rest of the observations to 0 (i.e., \( c_l = 0 \) for \( l \geq 2^J \)). The integer \( J \) is typically chosen to be of the order of \( \log \epsilon^{-2} \). Considering (2), we see that \( \epsilon \sim 1/\sqrt{T} \); thus, we can fix \( J = \log T \) and the only free parameter is \( L \). The blockwise James-Stein estimator (6) is known to adapt asymptotically to the convergence rate of the minimax-optimal estimator for each dyadic ellipsoid [16]. Namely, if \( \theta \) satisfies \( \sum_{j \geq 0} 2^{2j\alpha} \sum_{l \in B_j} \theta_l^2 \leq C^\alpha \), where \( \alpha, C > 0 \) are the ellipsoid parameters, then (6) automatically adapts the convergence rate of the minimax estimator for each \( \alpha \) and \( C \) without using the ellipsoid parameters in its design; this property is known as adaptive minimaxity [16], [17]. It should be noted however, that adaptive minimaxity is an asymptotic property valid only in the limit \( T \to \infty \).

6) The truncation estimator: The truncation estimator of the form

\[
\hat{\theta}^* = \text{diag}(1_{l \leq Q})y,
\]

(7)
is also asymptotically minimax-optimal [16]. Here, \( 1_{l \leq Q} \) is a vector where the first \( Q \leq T \) entries are 1 and the remaining 0; hence, the truncation estimator can be viewed as a special case of Pinsker’s estimator (3) with \( c_l = 1 \) for \( l \leq Q \) and \( c_l = 0 \) for \( l > Q \), corresponding to a Sobolev class of infinitely-differentiable functions, i.e., \( \alpha \to \infty \) and parameter \( \mu \to \infty \); in other words, the finite-dimensional representation of the estimate of \( f \) is obtained by simply retaining
Fig. 3. The LFP signals and their spectral densities. An arbitrary channel in Monkey A’s EDC-6 data set and the eye movement direction “←” were arbitrarily selected; same conclusions apply to any other channel, movement direction, data set and subject. Left-hand plots: blue lines correspond to original LFP sequences with $T = 400$, red lines on top plot correspond to low-pass filtered waveforms using (7) with $Q = 9$, green lines on bottom plot correspond to low-pass filtered waveforms using (6) with $L = 2$ and $J = \lfloor \log T \rfloor = 5$. Right-hand plots: Spectral densities of the original (blue lines) and filtered LFPs (red and green lines, respectively). The PSD was estimated using Welch’s method [37] with Hann window, segment size of $T/2$ and overlap of 50%.

The first $Q$ Fourier coefficients, corresponding to the $(Q+1)/2$ dominant frequency components of the complex spectrum of the LFP signal. The main difference between Pinsker’s (3) and the truncation estimator (7) arises in their respective rates of convergence; namely, Pinsker’s estimator converges fastest to the true LFP waveform as $T \to \infty$ among all minimax-optimal estimators [16]. In practice, this is a rather subtle difference and one should not expect significant deviation in the decoding performance between (3) and (7), which our experiments in the past have confirmed [14]; namely, the performances of a plug-in decoders based on (3) and (7) remain virtually the same [14]. The truncation estimator is also simpler to implement than Pinsker’s estimator since it introduces only a single free parameter, namely the number of retained Fourier
coefficients $Q$, corresponding to a cut-off frequency of
\[
\frac{(Q - 1) \cdot \nu_s}{2T}.
\]

One should note that the parameter $Q$ is an odd number, see also (4); one real number is stored for the DC component of the signal, and two real numbers are stored for each retained frequency, namely the sine and cosine of the Cartesian representation of the complex Fourier coefficient corresponding to each frequency component.

Pinsker’s (3), the blockwise James-Stein variant (6) and the truncation estimator (7) are all quite similar. In essence, all three act as low-pass filters, suggesting that as long as the LFP data meets the smoothness criteria, one should only consider the lowest frequency components and attribute higher frequency components to the noise. The number of retained Fourier coefficients $Q$ is, however, specific for each of the estimators; for instance, in Pinsker’s estimator (3), $Q$ is a function of the smoothness parameters of the Sobolev class $\alpha$ and the parameter $\mu$, whereas in the blockwise James-Stein variant, $Q$ is a function of the integers $L$ and $J$ with the latter being determined by $T$ as discussed in Section II-B5. Moreover, from (5), it is not immediately clear how does the sequence of shrinkage coefficients $\{c_l\}$ behave for $l \in \{2^L, \ldots, 2^J - 1\}$ since their values depend on the actual data; in other words, their values might vary non-monotonically between 0 and 1. Fig. 3 shows exemplary LFPs and their Pinsker/James-Stein filtered versions in the time and frequency domains (see caption for more details). By comparing the PSD profiles depicted in Figs. 3b and 3d, we see that the block-wise James-Stein estimator effectively behaves like the truncation estimator (7) with $Q = \sum_{j=0}^{J} 2^j$. We conclude that, for typical values of $T$ the shrinkage coefficients from (5) are $c_l \approx 1$ for $l \in \{2^L, \ldots, 2^J - 1\}$; as a result, the blockwise James-Stein method (6) tends to produce more variable LFP waveform estimates by retaining larger number of the higher frequency components.

7) Statistical analysis of LFP signals: The successful application of the non-parametric regression framework to LFP data depends crucially on the validity of the model (1). To assess the validity of this model, we analyse the statistical properties of LFPs. To supress the noise from the LFP data, we first low-pass filter the LFPs using the truncation estimator (7), and then we subtract the reconstructed, smooth signal from the original signal. We then compute the correlation matrix and quantify the Gaussianity of the LFP noise using the standard Kolmogorov-Smirnov goodness-of-fit (KS-GOF) test [38]. The null hypothesis in single-trial KS-GOF test is that the LFP noise values are independent realizations of the standard normal distribution;
Fig. 4. Statistical analysis of the LFP noise. An arbitrary channel was selected for illustration; the conclusions are consistent across channels. Top and middle row plots: correlation matrices of the noise component, averaged over all trials. The original LFP signals were low-pass filtered with (7). Bottom row plots: proportion of noise sequences that confirmed the null hypothesis in Kolmogorov-Smirnov goodness-of-fit test with significance level of 0.01.

therefore, before running the test, we normalize the noise sequence by dividing with its standard deviation. Note that the noise sequence is already zero-centered due to the minimax-optimality of the truncation estimator (7), which guarantees it to be an unbiased estimator of the true signal waveform [16]. The results are shown in Fig. 4. The top and middle rows depict the correlation matrices of the noise; we can clearly see that the matrices for both subjects are diagonally dominated, confirming the adequacy of the temporal independence assumption from (1). The bottom row plots show the proportion of all LFP noise sequences that have confirmed the null
hypothesis with significance level of 0.01 for multiple values of $Q$ in the range from 3 to 31. We observe that the normality assumptions required in the model (1) is also adequate; even in the case of $Q = 3$, which corresponds to 2 retained components (i.e., the DC and the lowest frequency component), the proportion of LFP noise sequences that confirmed the null hypothesis is nearly 80% in both subjects.

C. Deep Learning Architecture with Non-parametric Feature Extraction

Our deep learning architecture, schematically depicted in Fig. 5, is a time series classification algorithm where features are extracted from raw LFP recordings using the non-parametric function estimators presented in Section II, while the decoding rule $\delta(\cdot)$ is a DNN. The LFP data is collected via multielectrode array with $N$ channels during the memory period of each trial; as indicated earlier in Section II-A, we begin sampling and recording the LFP signals at the beginning of the memory period, immediately after the target light is extinguished. The number of LFP samples $T$ per electrode (which we also refer to as sampling window) is a hyper-parameter and should be chosen carefully; this is motivated by the fact that not all samples during the memory period encode equally relevant information. Earlier analyses [14] have shown that the early time epochs of the memory period determine the dynamics of the decision-making process with the majority of information relevant for decoding stored within the first half of the memory period. After acquiring the LFP signals from each channel, we apply a non-parametric function estimator; namely, we use either Pinsker’s estimator (3) or the blockwise James-Stein estimator given in (6) to compute and adequately shrink $Q$ non-zero Fourier coefficients, corresponding to the real and the imaginary part of the Cartesian representation of the lowest $(Q + 1)/2$ frequency components (including the DC component) for each channel individually, which are then concatenated into single, large feature vector. Finally, we pass the feature vector through a fully-connected MLP with $K$ outputs and softmax output activation function and use $\max(\cdot)$ over the output vector to determine the intended motor action of the subject.

To summarize (see Fig. 5):

1) Fix the hyper-parameters: sampling window $T$, number of Fourier coefficients per channel $Q$ (see below) and the DNN parameters (number of hidden layers, number of hidden neurons per layer, hidden neuron activation functions and optimization algorithm parameters such as learning rate, minibatch size and number of training epochs).
2) **Data acquisition.** Collect $N$ LFP sequences of length $T$ samples from the memory period of each trial.

3) **Non-parametric feature extraction.** Compute $Q$ real Fourier coefficients per LFP sequence, using the basis functions (4) and apply shrinkage following Pinsker or blockwise James-Stein.

- **Deep Pinsker Neural Network (DPNN).** Features are extracted using Pinsker’s method (3). In this case, $Q$ is a function of the parameters of the Sobolev space, or, equivalently, the ellipsoid parameters. Specifically, we first fix the smoothness parameter $\alpha$ of the Sobolev space and the free parameter $\mu$. The shrinkage coefficients are computed via (3) with the number of non-zero Fourier coefficients corresponding to the largest number $Q = Q(\alpha, \mu)$ such that $c_Q > 0$ and $c_{Q+1} = 0$; note that the monotonically increasing sequence $\{a_l\}$ ensures the existence of such $Q$ for any value of the parameter $\mu$. As an
alternative, within the framework of the DPNN we can also apply the truncation estimator (7) that has only one free parameter, namely the number of retained Fourier coefficients \( Q \); our investigations [14] show that for fixed number of Fourier coefficients \( Q \), there is virtually no difference in performance between the Pinsker’s method and the truncation estimator.

- **Deep James-Stein Neural Network (DJSNN).** Features are extracted using the blockwise James-Stein estimator (6). We fix the free integer \( L < J \) where \( J = \lfloor \log T \rfloor \) and we apply the shrinkage according to (6); the number of Fourier coefficients in this case is \( Q = Q(J) = \sum_{j=0}^{J} 2^j \).

4) **Feature space formation.** The Fourier coefficients from each channel are concatenated to form a single high-dimensional feature vector of length \( NQ \); this is the dimension of the feature space.

5) **(Optional) Dimensionality reduction and/or standardization.** Use principal component analysis and/or feature standardization (alternatively whitening) to reduce the dimension of the feature space.

6) **Decoding motor intentions.** Pass the high-dimensional feature vector through a pre-trained DNN and decode the intended action.

The performances of the DPNN and the DJSNN are optimized over the hyper-parameters using cross-validation. Special attention needs to be devoted when selecting the values for the hyper-parameters of the DNN to avoid overfitting. This is especially important in BCIs and similar neural engineering applications since here the number of available data points is often quite limited (in many cases severely so). Additionally, the parameters related to the optimization procedure used to train the network such as learning rate and minibatch size, including the choice of optimization algorithm itself are also a subject to fine-tuning via cross-validation.

### III. Results

In this section we present our main findings. In Section III-A, we present the hyper-parameter optimization procedure where we focus on finding the best-performing MLP configuration. Section III-B presents the results from the evaluations.
A. Hyper-parameter Optimization

As discussed in Section II-A3 (also pictorially depicted in Fig. 2), the average number of trials per EDC in Monkey A and Monkey S is \( \approx 90 \) and 250, respectively. Given the dimension of the feature space which easily surpasses 100 (even after dimensionality reduction, see [14], [15]) and can go up to several hundreds, we conclude that the number of trials available per EDC might be (in most cases) insufficient for reliable training of the DNN. To obtain larger data sets, we use a data bundling algorithm, similar to the one used in [14]. The algorithm is based on the Euclidean proximity of the EDC vectors and uses the following reasoning: EDCs whose depth vectors are close in Euclidean sense, generate similar feature spaces with similar target-conditional distributions. The algorithm operates as follows. First, we define the clustering window as the minimum number of trials per EDC data set, which we also refer to as an EDC data cluster. Second, we fix the concurrent EDC at which we want to create data set of larger size. Next, we begin appending trials for the concurrent EDC; we first append the trial from the concurrent EDC and if the number of trials is less than than the clustering window, we start appending trials from the EDCs which are closest to the concurrent EDC in Euclidean sense. The algorithm ends when the total number of trials fills up the clustering window. For more details, the reader is referred to [14] where the procedure has been first reported and applied over the same data. It should be noted that the process of clustering data trials collected across different EDCs further increases the possibility of function class overlap in the function space. Recall from the discussion in Section II-B1 that the recording conditions vary as the experiment progresses, leading to the displacement of function classes across the multidimensional feature space. Grouping multiple small data sets, each of them collected for fixed but (even slightly) different EDCs will eventually lead to an overlap between function classes associated with different eye movements. Therefore, the clustering window becomes an additional hyper-parameter whose value should be chosen carefully in a manner that strikes the optimal trade-off between reliability of the trained DNN and the performance degradation that might occur due to increased function class overlap.

The hyper-parameters used in the experiments are summarized in Table I. In our evaluations, we primarily focus on optimizing the hyper-parameters related to the DNN. In other words, we did not fine tune the performance over the parameters of the feature extraction methods; rather, we fixed these parameters to reasonable values which are suggested in prior works [14]. For
instance we fixed $T$ to 650, corresponding roughly to the first half of the memory period. For Pinsker’s feature extraction, we retain only $Q = 9$ Fourier coefficient per channel, corresponding to the first 5 lowest frequencies (including the DC component); equivalently, this corresponds to a cut-off frequency of 7 Hz. For James-Stein feature extraction, we fix $L = 2$, whereas $J = 6$, retaining (at most) $Q = 127$ non-zero Fourier coefficients per channel and corresponding to a cut-off frequency of 95 Hz.

We use the leave-one-out cross-validation (LOO-CV) method to fine-tune the remaining parameters and find a DNN configuration that offers the best decoding performance [33]; next, we describe how we do this in more details. First, we take a single data point out: this data point is our held-out set used to test the performance. We use the remaining data points from the data set to train the DNN. We search in the space of fully-connected MLPs. The size of the input and output layer is $32 \cdot Q$ and $K = 8$, respectively; the output layer applied softmax activation function. We fix the number of hidden layers, number of hidden units per layer, hidden unit activation functions, number of training epochs, size of the minibatch and the learning rate; we train the DNN using Adam optimization method [39] and record the training accuracy. We then test the trained DNN using the held-out set and record the outcome; namely, we record 1 if the

<table>
<thead>
<tr>
<th>Hyper-parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Feature Extractors</td>
<td></td>
</tr>
<tr>
<td>Number of LFP samples</td>
<td>$T = 650$ (first 0.65 seconds of memory period) [14]</td>
</tr>
<tr>
<td>Pinsker/truncation: number of retained Fourier coefficients</td>
<td>$Q = 9$</td>
</tr>
<tr>
<td>Blockwise James-Stein integers</td>
<td>$L = 2, J = \lfloor \log T \rfloor = 6$</td>
</tr>
<tr>
<td>Number of principal modes (applies only to DJSNN)</td>
<td>$P = 185$</td>
</tr>
<tr>
<td>The Deep Neural Network Architecture</td>
<td></td>
</tr>
<tr>
<td>Topology</td>
<td>fully-connected</td>
</tr>
<tr>
<td>Number of hidden layers</td>
<td>3</td>
</tr>
<tr>
<td>Number of neurons in hidden layers</td>
<td>64 (1st layer), 32 (2nd layer), 16 (3rd layer)</td>
</tr>
<tr>
<td>Hidden neuron activation functions</td>
<td>ReLU</td>
</tr>
<tr>
<td>Optimization method</td>
<td>Adam</td>
</tr>
<tr>
<td>Initial learning rate</td>
<td>0.001</td>
</tr>
<tr>
<td>Minibatch size</td>
<td>50</td>
</tr>
<tr>
<td>Number of training epochs</td>
<td>150</td>
</tr>
</tbody>
</table>


data point is correctly classified and 0 otherwise. We repeat the procedure for every single point from the data set and record the respective outcomes. At the end, we compute the average of both the training and the test accuracy (i.e., the number of 1s divided by the number of data points in the set); note that these averages correspond to the cross-validation risk [33].

We repeated the above LOO-CV procedure for multiple configurations of fully-connected DNNs and recorded the average training and test accuracy. Specifically, we vary the number of hidden layers ranging from 1 to 5, we investigate several different configurations for number of hidden units ranging from 8 to 500 (with step 50), we vary the number of training epochs ranging from 50 to 350 (with step 50), as well as minibatch sizes ranging from 15 to 400 (with step 25). For the learning rate, we used an adjustment technique that reduces the learning rate by a factor of 0.1 every 50 training epochs and we varied the initial learning rate as a hyper-parameter. Since there are multiple data sets, collected across different cortical depths and over multiple recording sessions spread out through multiple days, we run the LOO-CV method for several representative EDC data sets in parallel (selected from different cortical depths) and record the corresponding test performances. Although it is likely that different data sets will hint on different optimal DNN configurations, the variations are expected to be subtle; that is, our main goal is to find a DNN configuration that performs consistently well across all data sets, all cortical depth and all subjects. We were able to find such configuration; its parameters are summarized in Table I and its performance in terms of the average test accuracy is presented in the following Section III-B. We note that the average training accuracy for each experiment ranged from 95% to 100%; the average test accuracy, on the other hand, varied noticeably across different configurations. As shown in Table I, a relatively shallow network with only 3 hidden layers and relatively small number of hidden, rectified linear units (ReLU) produced the best results; having a small DNN in our experiments is expected since the number of trials is quite limited with larger networks showing tendency to overfit. Specifically, we have observed that the average test accuracy tends to drop considerably as we increase the number of hidden layers beyond 3. We have also observed that the average test accuracy remains more stable as we increase the number of hidden units per layer for a fixed number of layers; however, after increasing the number of units per hidden layer beyond 250, the DNN is heavily over-parametrized, the training accuracy is 100% and the test accuracy drops considerably. The initial learning rate also had a strong impact: for instance, initial learning rates larger than 0.001 led to a dramatic drop in the test accuracy.
B. Evaluations

We begin by comparing the performance of the DPNN with the state-of-art performance achieved by applying an LDA classifier over Pinkser’s feature space, denoted as Pinsker-LDA [14], [15]; instead of the exact Pinsker formula (3), we apply the truncation estimator (7). Also, we did not apply any dimensionality reduction technique or feature standardization procedure when evaluating the DPNN. The values of the hyper-parameters are given in Table I. At first, we keep the data sets unchanged, i.e., we do not perform data clustering and we apply the decoding methods directly over the data sets with respective sizes depicted in Fig. 2. The results are shown in Fig. 6 where the test (i.e., decoding) accuracy is presented against the mean electrode depth of the corresponding EDC (the same metric is used in Fig. 2). We immediately see that even though the number of trials is quite small across all data sets, the DPNN outperforms the LDA-based method. We attribute this behaviour to the robustness of the Pinsker feature extraction method and its ability to extract meaningful features from LFP signals; this allows the DNN to be reliably trained even in a limited data setup. This is further implied when we investigated the performance of the DNN (with the same configuration parameters) applied directly over the LFPs where we observed significant degradation of performance. We note that the above results and observations are all along the line of common intuitions in time series classification problems; specifically, it is well known in time series classification that the feature extraction procedure is the crucial component that largely determines the performance of the system. Our results further confirm this while showing that feature extractors based on non-parametric function estimators are crucial for reliable training of a non-linear MLP classifier from limited data.

The results in Fig. 6 have shown that the deep non-parametric neural network achieves improvement over LDA-based method applied over the same features; nevertheless, the performance is still quite limited for any practical purpose. This is due to the size of the training data sets. In Fig. 6a, we observe that the performance of EDC-6 in Monkey A is substantially higher than the performance over the remaining data sets. This is not surprising, as we can see from Fig. 2a that EDC-6 is an exception in terms of the size of the data set; in addition, EDC-6 was acquired at superficial cortical depths, near the surface of the PFC, which is also an important factor in the resulting performance [12], [14].

To further improve the performance, we apply the data clustering method described in Section III-A. We investigated clustering windows with various widths, ranging from 200 to 2000
Fig. 6. The DPNN vs Pinsker-LDA method. The LDA classifier is applied over the same features as the DNN in the DPNN. Both methods are applied directly over the initial data sets, without data clustering. Remaining hyper-parameters are given in Table I.

for Monkey A and from 350 to 2000 for Monkey S. The best performance was achieved for a clustering window size of around 1000 trials with larger EDC data clusters showing a tendency of decrease in the decoding accuracy. The results corresponding to clustering window of 1000 trials are shown in Fig. 7; note that we investigated 5 EDC data clusters in total for Monkey A (namely, the data clusters formed around EDC-6, 12, 18, 24 and 30) and 9 EDC data clusters for Monkey S (i.e., EDC-6, 12, 18, 24, 30, 36, 42, 48 and 54). We also compare the performance of the DPNN against the performance of the LDA applied over both the Pinsker features and the
more traditional PSD-based features where we used the absolute value of the complex Fourier coefficients. Evidently, the DPNN outperforms the LDA-based methods, peaking just below 97% and 90% decoding accuracy in Monkey A and S, respectively, as opposed to 90% and 80% when using LDA for the exact same EDCs over the exact same features. We note that such performance results have so far not been reported for the memory-guided visual saccades experiment; we attribute the remarkable performance gain to the deep learning component in the DPNN. Moreover, the peak performance in both subjects occurs at superficial cortical depths
at sites near the surface of the prefrontal cortex, which is consistent with previous findings in the literature [12], [14]. We also see that the superior performance of DPNN over the LDA-based methods remains consistent across cortical depths. The findings are even more interesting at deeper cortical sites. The LDA-based analyses, which are widespread in the literature on eye movement decoding [12], [14], have consistently reported poor decoding performance when approaching white matter, suggesting that at deeper cortical sites the signal-to-noise ratio of the LFP signals is substantially larger than at superficial sites. In other words, the neuronal activity close to white matter does not produce enough informative signal for a BCI to produce reliable predictions. However, the results presented in Fig. 7 suggest that this is only partially true and part of the reason for the poor performance at deeper cortical sites are the inherent limitations in the classifier itself. As known, LDA is well suited for feature spaces where the target conditional distributions are Gaussian with the equal covariance matrices and high SNR [23], [24], which is not an entirely adequate assumption for our data. In this sense, using non-linear approach based on DNN alleviates part of the issue, peaking just above 70% at at deep cortical sites, which marks a substantial improvement over LDA.

Our final set of investigations concern the performance of the DJSNN; to this end, we apply the DJSNN with the respective parameters given in Table I over the same EDC-data clusters as in Fig. 7a. As already pointed out in Section III-A, with $T = 650$ we have $J = 6$ and $Q = 127$. 

Fig. 8. The DJSNN vs DPNN and LDA-based methods over Monkey A data. Clustering window size is 1000. Data clusters are formed around EDC-6,12,18,24 and 30. Remaining hyper-parameters are given in Table I.
Thus, the dimension of the feature space after concatenating features across channels will be $32 \cdot 127 = 4064$, which is about 4 times larger than the number of trials in the data EDC data clusters with clustering window size of 1000. Therefore, in these analyses, we apply Principal Component Analysis (PCA) to reduce the dimension of the feature space; the optimal value for the number of principal modes is given in Table I. The results are shown in Fig. 8 where they are plotted together with the results from Fig. 7a for comparison. We see that the performance of the DJSNN consistently outperforms the methods based on LDA, but it remains inferior to the DPNN. This is an expected result since the behavior of the blockwise James-Stein estimator (6) is practically equivalent to the truncation estimator (7) for the LFP data as discussed in Section II-B6, albeit with (significantly) larger number of features per channel. On the other hand, it is well known from the empirical results in earlier works [14] that the most informative frequencies for decoding motor intentions from memory-guided visual tasks are stored in the delta band, i.e., below 5 Hz; hence, increasing $Q$ (thereby increasing the number of dominant frequencies retained) leads to degradation of performance as many of the higher frequencies only bring additional noise.

IV. DISCUSSION

We proposed a novel deep learning architecture for decoding intended motor actions in BCIs from limited data. The method combines famous results from the theory of non-parametric regression for feature extraction from LFP signals and DNN for classification. In this sense our deep neural networks bring the best of both the worlds of non-parametric regression and deep learning. Namely, the strong representational power of non-parametric function estimators and their robust and agile ability to extract meaningful and relevant features from time sequences allows the DNN to be trained with limited data, thus bridging the gap created by the scarcity of the data, and fostering the adoption of deep learning in neural engineering applications on a larger scale.

We considered two somewhat related architectures. The first one uses the famous Pinsker’s estimator for feature extraction (i.e. the DPNN architecture), whereas the second one applies the blockwise version of the popular James-Stein estimator (leading to the DJSNN architecture). We tested the DPNN for decoding eye movement goals in memory-driven visual saccades to one of eight target locations on a data collected from two subject across various cortical depths. The results showed dramatic improvement of decoding accuracy over LDA-based methods,
demonstrating the exceptional capabilities of DPNNs. In particular, for Monkey A, the DPNN peaked at 96.5% at superficial cortical sites, near the surface of the PFC, whereas for Monkey S peaked at 90% again, at superficial cortical depth. Compared to LDA applied over the same features, this corresponds to a relative improvement of 7% for Monkey A and 12.5% for Monkey S at the same depths. Similarly, when compared to the more traditional PSD-LDA decoders that utilise the absolute Fourier coefficients as features, the DPNN shows relative improvement of 40% for Monkey A and 100% for Monkey S at superficial cortical depths. Even more remarkable, the performance of the DPNN at deep cortical sites peaked at 72% in Monkey A and 62% in Monkey S, marking a relative improvements of 38% (Monkey A) and 48% (Monkey S) over Pinsker-LDA and 125% (Monkey A) and 342% (Monkey S) over PSD-LDA. We also showed that the DJSNN architecture leads to a consistently inferior performance compared to the DPNN architecture; however, the DJSNN still outperformed the LDA-based methods, confirming the promising potential of the deep neural networks with non-parametric feature extraction for designing highly reliable BCI systems from limited training data.
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