Surface-subsurface model intercomparison: A first set of benchmark results to diagnose integrated hydrology and feedbacks
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Abstract There are a growing number of large-scale, complex hydrologic models that are capable of simulating integrated surface and subsurface flow. Many are coupled to land-surface energy balance models, biogeochemical and ecological process models, and atmospheric models. Although they are being increasingly applied for hydrologic prediction and environmental understanding, very little formal verification and/or benchmarking of these models has been performed. Here we present the results of an intercomparison study of seven coupled surface-subsurface models based on a series of benchmark problems. All the models simultaneously solve adapted forms of the Richards and shallow water equations, based on fully 3-D or mixed (1-D vadose zone and 2-D ground-water) formulations for subsurface flow and 1-D (rill flow) or 2-D (sheet flow) conceptualizations for surface routing. A range of approaches is used for the solution of the coupled equations, including global implicit, sequential iterative, and asynchronous linking, and various strategies are used to enforce flux and pressure continuity at the surface-subsurface interface. The simulation results show good agreement for the simpler test cases, while the more complicated test cases bring out some of the differences in physical process representations and numerical solution approaches between the models. Benchmarks with more traditional runoff generating mechanisms, such as excess infiltration and saturation, demonstrate more agreement between models, while benchmarks with heterogeneity and complex water table dynamics highlight differences in model formulation. In general, all the models demonstrate the same qualitative behavior, thus building confidence in their use for hydrologic applications.

1. Introduction

Hydrology is increasingly becoming integrated and interdisciplinary. There are a growing number of hydrologic models, coupled and integrated, being used to address a range of science questions. These models couple surface and subsurface flow with the aim of representing the relevant physical processes influencing the hydrologic response at scales ranging from small catchments to large river basins. They implement a different set of one, two, and fully three-dimensional representations and numerical solution techniques as well as a variety of methodologies for coupling different hydrologic processes. Additionally, these hydrologic models are being coupled to land-surface energy, biogeochemistry/ ecology, dynamic vegetation, solute transport, and atmospheric models (e.g., VanderKwaak and Loague, 2001; Bixio et al., 2002; Panday and Huyakorn, 2004; Maxwell and Miller, 2005; Kollet and Maxwell, 2006; Maxwell et al., 2007; Ivanov et al., 2008; Kollet and Maxwell, 2008a; Maxwell et al., 2011; Weil et al., 2011; Niu et al., 2014).
Despite the fact that several different coupled models have been developed, very few analytical solutions have been published [e.g., Panday et al., 1998] and no coupled surface-subsurface analytical solutions are known. Thus, even verifying these models (i.e., ensuring their numerical solutions are accurate) is a challenge. In the absence of exact solutions, a common verification approach is to compare model results against other published solutions [e.g., Panday and Huyakorn, 2004; Kollet and Maxwell, 2006; Shen and Phanikumar, 2010; Sulis et al., 2010; Sebben et al., 2013], but standard procedures and benchmark test cases for coupled surface-subsurface models have not yet been established.

Within the fields of hydrology and land-surface processes, two prior successful intercomparison exercises should be highlighted. These are the Project for Intercomparison of Land-Surface Parameterization Schemes (PILPS) and the Distributed Model Intercomparison Project (DMIP). PILPS [e.g., Henderson-Sellers et al., 1995; Yang et al., 1995; Chen et al., 1997; Qu et al., 1998; Liang et al., 1998; Luo et al., 2003] classified a number of land-surface models based on formulation and conducted several intercomparison studies using synthetic and real sites over a range of climatologies. DMIP [Reed et al., 2004; Smith et al., 2004] tested distributed hydrologic models against one another and against simpler, lumped models over several real sites in North America.

In this paper, we present the results of the first intercomparison performed specifically for integrated hydrologic models. We classify these models based on their formulation, include models with more simplified physics, and intercompare them using idealized test cases. This intercomparison is the first in a series of exercises that will grow in complexity to eventually include real sites. Here we distinguish between integrated, or coupled, hydrologic models that solve the surface and subsurface flow equations in a combined fashion using numerical solution techniques in a spatially explicit manner (for further expansion on these definitions, see Condon and Maxwell [2013]) and models that simplify these processes. The models are capable of resolving feedbacks and interactions between surface and subsurface flow. All the models tested here ensure a complete balance of water between the surface and subsurface systems and are thus mass conservative. The idealized problems that are used as test cases emphasize the role of various model components and their interactions. These benchmark problems are used to compare the flow components of seven integrated hydrologic models: CATHY, HydroGeoSphere (HGS), OpenGeoSys (OGS), ParFlow, PAWS, PIHM, and tRIBS + VEGGIE, which are all described in detail later. This study extends the work of Sulis et al. [2010] in which two of these models (CATHY and ParFlow) were assessed. The guiding principle of this work is that a set of different integrated hydrologic models can be run on standardized benchmark problems by a community of model developers, generating an increased understanding of the representation of coupled hydrologic processes and insights into the differences and similarities in the simulation results. The benchmark problems, together with model solutions and results, are provided freely to the hydrologic community so that the initiative can be extended to any other model or modeling approach. The benchmarks start with simple cases and increase in complexity. Because we do not know the correct solution to these cases we can only discuss model differences, and by providing these benchmarks we can build confidence in the use of integrated hydrologic models.

2. Background

A blueprint for modeling fully integrated surface, subsurface, and land-surface processes that was originally put forth 45 years ago [Freeze and Harlan, 1969] is now becoming a reality. Although truly fully coupled models have only recently appeared in the literature [e.g., VanderKwaak and Loague, 2001; Bixio et al., 2002; Panday and Huyakorn, 2004; Jones et al., 2006; Kollet and Maxwell, 2006; Qu and Duffy, 2007; Kollet and Maxwell, 2008a], there is now a growing library of models and a community of modelers that contribute considerably to our understanding of the coupled terrestrial hydrologic and energy cycles. Advances in numerical and computational technologies have, in part, enabled new approaches for modeling these coupled interactions. While these models all take different numerical, discretization, and even coupling approaches, they all share the common goal to rigorously, mathematically model the terrestrial hydrologic and energy cycle as an integrated system. Research addressing these issues encompasses a range of scales and includes a variety of processes. Table 1 provides a survey of the range of applications and study of coupled models [after Ebel et al., 2009].

A key component to the integrated blueprint is the coupled solution of Richards’ equation [Richards, 1931] and the Saint Venant equations, which are briefly presented below. A standard formulation of the Richards equation that includes also groundwater (saturated zone) flow is:
Table 1. Survey of Integrated Hydrologic Modeling Studies (Modified From Ebel et al. [2009])

<table>
<thead>
<tr>
<th>Focus</th>
<th>Reference(s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Agricultural sustainability</td>
<td>Schoups et al. [2005]</td>
</tr>
<tr>
<td>Atmosphere-subsurface water and energy fluxes</td>
<td>Maxwell and Miller [2005]</td>
</tr>
<tr>
<td></td>
<td>Maxwell et al. [2007, 2011]</td>
</tr>
<tr>
<td></td>
<td>Kollet and Maxwell [2008a]</td>
</tr>
<tr>
<td></td>
<td>Maxwell and Kollet [2008a]</td>
</tr>
<tr>
<td></td>
<td>Niu et al. [2014]</td>
</tr>
<tr>
<td>Climate change impacts/feedbacks</td>
<td>Maxwell and Kollet [2008a]</td>
</tr>
<tr>
<td></td>
<td>Ferguson and Maxwell [2010]</td>
</tr>
<tr>
<td></td>
<td>Sulis et al. [2011a, 2012]</td>
</tr>
<tr>
<td>Dam removal</td>
<td>Heppner and Loague [2008]</td>
</tr>
<tr>
<td></td>
<td>Li and Duffy [2011]</td>
</tr>
<tr>
<td>Groundwater recharge</td>
<td>Lemieux et al. [2008]</td>
</tr>
<tr>
<td></td>
<td>Markstrom et al. [2008]</td>
</tr>
<tr>
<td></td>
<td>Smerdon et al. [2008]</td>
</tr>
<tr>
<td></td>
<td>Guay et al. [2013]</td>
</tr>
<tr>
<td>Groundwater-lake interaction</td>
<td>Smerdon et al. [2007]</td>
</tr>
<tr>
<td></td>
<td>Hunt et al. [2008]</td>
</tr>
<tr>
<td>New-old water/residence times</td>
<td>VanderKwaak and Sudicky [2000]</td>
</tr>
<tr>
<td></td>
<td>Jones et al. [2006]</td>
</tr>
<tr>
<td></td>
<td>Cardenas et al. [2008]</td>
</tr>
<tr>
<td></td>
<td>Cardenas [2008a, 2008b]</td>
</tr>
<tr>
<td></td>
<td>Kollet and Maxwell [2008b]</td>
</tr>
<tr>
<td>Pore-water pressure development and slope instability</td>
<td>Ebel et al. [2007]</td>
</tr>
<tr>
<td></td>
<td>Mirus et al. [2007]</td>
</tr>
<tr>
<td></td>
<td>Ebel and Loague [2008]</td>
</tr>
<tr>
<td></td>
<td>Ebel et al. [2008]</td>
</tr>
<tr>
<td>Radionuclide contamination/vulnerability</td>
<td>McLaren et al. [2000]</td>
</tr>
<tr>
<td></td>
<td>Bixio et al. [2002]</td>
</tr>
<tr>
<td>Runoff generation</td>
<td>VanderKwaak and Loague [2001]</td>
</tr>
<tr>
<td></td>
<td>Morita and Yen [2002]</td>
</tr>
<tr>
<td></td>
<td>Loague et al. [2005]</td>
</tr>
<tr>
<td></td>
<td>Kollet and Maxwell [2006]</td>
</tr>
<tr>
<td></td>
<td>Ebel et al. [2007, 2008]</td>
</tr>
<tr>
<td></td>
<td>Heppner et al. [2007]</td>
</tr>
<tr>
<td></td>
<td>Qu and Duffy [2007]</td>
</tr>
<tr>
<td></td>
<td>Jones et al. [2008]</td>
</tr>
<tr>
<td></td>
<td>Li et al. [2008]</td>
</tr>
<tr>
<td></td>
<td>Maxwell and Kollet [2008b]</td>
</tr>
<tr>
<td></td>
<td>Mirus et al. [2009]</td>
</tr>
<tr>
<td></td>
<td>Camporese et al. [2009]</td>
</tr>
<tr>
<td></td>
<td>Gauthier et al. [2009]</td>
</tr>
<tr>
<td></td>
<td>Sulis et al. [2011b]</td>
</tr>
<tr>
<td></td>
<td>Meyerhoff and Maxwell [2011]</td>
</tr>
<tr>
<td></td>
<td>Delfs et al. [2013]</td>
</tr>
<tr>
<td>Sediment transport</td>
<td>Heppner et al. [2006]</td>
</tr>
<tr>
<td></td>
<td>Heppner et al. [2007]</td>
</tr>
<tr>
<td></td>
<td>Ran et al. [2007]</td>
</tr>
<tr>
<td></td>
<td>Li and Duffy [2011]</td>
</tr>
<tr>
<td>Solute transport</td>
<td>VanderKwaak and Sudicky [2000]</td>
</tr>
<tr>
<td></td>
<td>Ebel et al. [2007]</td>
</tr>
<tr>
<td></td>
<td>Sudicky et al. [2008]</td>
</tr>
<tr>
<td></td>
<td>Weill et al. [2011]</td>
</tr>
<tr>
<td>Stream-aquifer exchange</td>
<td>Weng et al. [1999]</td>
</tr>
<tr>
<td></td>
<td>Gunduz and Aral [2003, 2005]</td>
</tr>
<tr>
<td></td>
<td>Cardenas [2008a, 2008b]</td>
</tr>
<tr>
<td></td>
<td>Brookfield et al. [2008]</td>
</tr>
<tr>
<td></td>
<td>Cardenas and Gooseff [2008]</td>
</tr>
<tr>
<td></td>
<td>Peyrard et al. [2008]</td>
</tr>
<tr>
<td></td>
<td>Frei et al. [2009]</td>
</tr>
<tr>
<td>Wetland-estuary exchange</td>
<td>Langevin et al. [2005]</td>
</tr>
<tr>
<td>Urban systems</td>
<td>Delfs et al. [2012]</td>
</tr>
</tbody>
</table>
\begin{equation}
S_{s}S_{w}(h) \frac{\partial h}{\partial t} + \phi \frac{\partial S_{w}(h)}{\partial t} = \nabla \cdot q + q_{s} + q_{e} / m^{`}
\end{equation}

where the specific volumetric (Darcy) flux is denoted by \( q \) \([LT^{-1}]\):

\begin{equation}
q = -K_{s}k_{s}(h) \nabla (h - z)
\end{equation}

In these expressions, \( h \) is the pressure head \([L]\) (positive downward), \( K_{s} \) is the saturated hydraulic conductivity tensor \([LT^{-1}]\), \( k_{s} \) is the relative permeability \([-]\), \( S_{s} \) is the specific storage coefficient \([L^{-2}]\), \( \phi \) is the porosity \([-]\), \( S_{w} \) is the relative saturation \([-]\) (often written as the soil moisture or volumetric water content \( \theta \) divided by the saturated moisture content, the latter usually assumed to be equal to the porosity), \( q_{s} \) is a general source/sink term that might represent pumping or injection \([T^{-1}]\), \( q_{e} \) is a general source/sink term that represents exchange fluxes \([LT^{-2}]\), and \( m^{`} \) is an interfacial thickness \([L]\).

The nonlinear functions for the relative hydraulic conductivity \( k_{s}(h) \) and water saturation \( S_{s}(h) \) can be specified using, for example, the van Genuchten \([1980]\) or Brooks and Corey \([1964]\) relationships, or in tabular form.

Mass conservation for overland flow is:

\begin{equation}
\frac{\partial h}{\partial t} = \nabla \cdot (vh) + q_{s}(x) + q_{e}(x)
\end{equation}

where \( q_{s}(x) \) represents exchange fluxes between surface and subsurface domains, \( q_{e}(x) \) is a general source/sink term \([LT^{-1}]\), and \( x \) is a general spatial coordinate \([L]\). Manning’s equation is often used to establish a flow depth-discharge relationship (though other approaches exist and can be implemented in place of Manning’s), where the velocity vector \( v \) in (3) may be written as follows:

\begin{equation}
v_{x}^{sw} = \sqrt{\frac{S_{f,i}}{n}} h^{2/3} \text{ and } v_{y}^{sw} = \sqrt{\frac{S_{f,i}}{n}} h^{2/3}
\end{equation}

where \( S_{f,i} \) \([L]\) is the friction slope, \( i \) stands for the \( x \) and \( y \) direction, and \( n \) \([TL^{-1/3}]\) is Manning’s coefficient.

### 3. Brief Description of Hydrologic Models

All the models we consider are based on adapted forms of the Richards equation describing flow in variably saturated porous media coupled to some form of the hydrostatic shallow water (i.e., Saint Venant) equations for surface flow routing. The differences between the seven models are due to various features, of which the most important are: (i) formulation of the governing equations (including dimensionality); (ii) interface boundary conditions that enforce at least pressure and mass flux continuity at the surface/subsurface interface; and (iii) numerical approaches for spatial and temporal discretization and coupling. For surface flow, the shallow water equations are solved in either one dimension (rill flow conceptualization) or two (sheet flow conceptualization), while for subsurface flow Richards’ equation is solved in either three dimensions or it is simplified vertically (1-D) for the vadose zone and coupled to a 2-D linear groundwater flow equation.

Coupled hydrologic models can be classified according to solution technique or according to coupling strategy. We can define three approaches for solving the coupled system of equations (1) and (3): asynchronous linking, sequential iteration, and globally implicit \([Panday and Huyakorn, 2004; Furman, 2008; Park et al., 2009; Dagès et al., 2012]\). The first strategy progresses in time by lagging the dependent variables so that different governing equations can be solved asynchronously. The second procedure can be identified as a time-splitting methodology by which the lagged variables are used to define a functional iteration that is carried out until convergence. Finally, globally implicit schemes cast all the variables in a single nonlinear system of equations.

In terms of coupling strategy, there are three distinct formulations for integrating hydrostatic surface and subsurface flow: first-order exchange \( [e.g., \text{VanderKwaak and Loague, 2001}; \text{Panday and Huyakorn, 2004}] \).
Therrien et al., 2012], continuity of pressure [e.g., Kollet and Maxwell, 2006; Dawson, 2008; Therrien et al., 2012], and boundary condition switching [e.g., Camporese et al., 2010]. We note here that the complexity of the physical phenomena involved in the formulations and their numerical representations mandates simplifications which are adopted to varying extents in the different models. While all the approaches aim at maintaining pressure and flux continuity at the surface/subsurface interface, a common hypothesis is to neglect continuity of momentum (and thus forces). The seven models used in the intercomparison use either structured or unstructured meshes for the discretization of the Richards and Saint Venant equations. Unstructured grids offer flexibility in handling complex features while structured grids offer advantages in computational simplicity and are more amenable to efficient parallelization. A brief description of each of the seven models is given in the following subsections, and a classification summary is provided in Table 2.

### 3.1. CATHY

CATHY (CATchment HYdrology) [Bixio et al., 2002; Camporese et al., 2010] combines a finite element approach for the three-dimensional Richards equation (1) with a finite difference discretization of a path-based 1-D kinematic wave equation, coupled via a time-splitting based sequential iterative procedure. A diffusion term is introduced in the kinematic wave equation using the Muskingum-Cunge (matched artificial diffusion or MAD) technique so that the numerical dispersion is used to represent hydrodynamic spreading. Surface and subsurface coupling is based on a boundary condition switching procedure that automatically partitions potential fluxes (rainfall and evapotranspiration) into actual fluxes across the landsurface, and calculates changes in surface storage. This procedure, which is performed at every subsurface time step, determines whether a surface node is ponded, saturated, unsaturated, or air dry, and it ensures that pressure and flux continuity is enforced at the surface/subsurface interface. A one-dimensional drainage network is computed from the catchment ground elevation [Orlandini and Moretti, 2009] and used to define the geometry for the solution of the Saint Venant equation. The surface module considers both hillslope (rivulet representation) and stream (channel representation) routing. Rivulet flow is assumed to occur over all surface cells for which the upstream drainage area does not exceed a predefined threshold value, while channel flow is assumed on all other cells. The numerical approximation of Richards’ equation is based on tetrahedral finite elements combined with Euler time stepping and a Krylov-based Newton-type nonlinear solver with time step adaptation for ensuring convergence at every step [Paniconi and Putti, 1994]. In the surface routing solver, kinematic celerity and hydraulic diffusivity are calculated from the variable scaling parameters for the Manning coefficient and the water surface width [Leopold and Maddock, 1953; Orlandini and Rosso, 1998].

### 3.2. HydroGeoSphere

The HydroGeoSphere (HGS) model [Aquanty Inc., 2013] is a three-dimensional control-volume finite element simulator designed to simulate the entire terrestrial portion of the hydrologic cycle. It uses a globally implicit approach to simultaneously solve the 2-D diffusive-wave equation and the 3-D form of Richards’ equation (1). It also dynamically integrates key components of the hydrologic cycle such as evaporation from bare soil and water bodies, vegetation-dependent transpiration with root uptake, snowmelt, and soil freeze/thaw. Features such as macropores, fractures, and tile drains can either be incorporated discretely or using a dual-porosity, dual-permeability formulation. As with the solution of the coupled water flow equations, HydroGeoSphere solves the contaminant and energy transport equations over the land surface and...

### Table 2. Classification of the Surface-Subsurface Hydrologic Models Used in the Intercomparison Study

<table>
<thead>
<tr>
<th>Model</th>
<th>Solution Technique</th>
<th>Coupling Strategy</th>
<th>Grid</th>
</tr>
</thead>
<tbody>
<tr>
<td>CATHY</td>
<td>BC Switching</td>
<td>Sequential iterative</td>
<td>Unstructured</td>
</tr>
<tr>
<td>HydroGeoSphere</td>
<td>First-order exchange*</td>
<td>Global implicit</td>
<td>Unstructured*</td>
</tr>
<tr>
<td>OGS</td>
<td>First-order exchange</td>
<td>Sequential iterative</td>
<td>Unstructured</td>
</tr>
<tr>
<td>PIHM</td>
<td>First-order exchange</td>
<td>Global implicit</td>
<td>Unstructured</td>
</tr>
<tr>
<td>ParFlow</td>
<td>Pressure continuity</td>
<td>Global implicit</td>
<td>Structured*</td>
</tr>
<tr>
<td>PAWS</td>
<td>First-order exchange</td>
<td>Asynchronous linking</td>
<td>Structured</td>
</tr>
<tr>
<td>IRIBS – VEGGIE</td>
<td>First-order exchange</td>
<td>Asynchronous linking</td>
<td>Unstructured</td>
</tr>
</tbody>
</table>

*Can simulate both pressure continuity and first-order exchange, only first-order exchange used for this study.
*Can use both structured and unstructured grids, only unstructured grid used for this study.
*Has some semistructured grid capabilities, only structured grid used for this study.
in the subsurface, thus allowing for surface/subsurface interactions. The HydroGeoSphere platform uses a
Newton iteration to handle nonlinearities in the governing flow equations and a combined with an iterative
sparse matrix solver. It has been parallelized to utilize high performance computing facilities to address
large-scale problems.

3.3. OGS
OGS (OpenGeoSys) is an open-source platform for numerical simulation of coupled thermohydromechani-
cal/chemical processes in porous and fractured media. The object-oriented finite element code is designed
for applications in geomechanics, catchment hydrology, and energy research. Surface and subsurface flow
are coupled by using the iterative sequential approach [Delfs et al., 2009, 2012], while flow processes in a
particular domain (e.g., two-phase, dual-porosity) are implicitly solved [Delfs et al., 2013]. Diffusive-wave
overland flow and the head-based form of the 3-D Richards equation (1) are discretized in space with an
upwind control-volume and a standard (centered) Galerkin finite element method, respectively. The OGS
community has created a broad spectrum of software interfaces to external flow and chemical simulators as
well as for pre and postprocessing [Kolditz et al., 2012].

3.4. ParFlow
ParFlow (Parallel Flow) is an open source, object-oriented simulation platform that solves the mixed form of
the variably saturated Richards equation in three dimensions. Overland flow and groundwater-surface water
interactions are represented through a free-surface overland flow boundary condition, which routes
ponded water via the kinematic wave equation using a pressure-continuity condition [Kollet and Maxwell,
2006]. The coupled subsurface-overland equations are solved in a globally implicit manner using a highly
efficient and robust Newton-Krylov method with multigrid preconditioning [Ashby and Falgout, 1996; Jones
and Woodward, 2001], which exhibits excellent parallel scaling and allows simulation of large-scale, highly
heterogeneous problems [Kollet and Maxwell, 2006; Kollet et al., 2010; Maxwell, 2013]. Simultaneous solution
ensures full interaction between surface and subsurface flows. ParFlow has been coupled to the Common
Land Model (CLM) [Maxwell and Miller, 2005; Kollet and Maxwell, 2008b] which provides complete land-
surface processes and to the Advanced Regional Prediction System (ARPS) [Maxwell et al., 2007] and the
Weather Research and Forecasting System (WRF) [Maxwell et al., 2011] which provides coupling to the
atmosphere.

3.5. PAWS
The PAWS (Process-based Adaptive Watershed Simulator) model [Shen and Phanikumar, 2010; Shen et al.,
2013] was developed to simulate hydrologic processes in large watersheds. To describe the integrated
hydrologic response of the surface/subsurface system, PAWS uses asynchronous linking and couples the 1-
D Richards equation for the vadose zone with a quasi 3-D Darcy (2-D unconfined and 3-D confined aquifer)
model for the fully saturated domain. Grid cells on the land surface are connected to the groundwater
domain through a string of 1-D cells that represent the vadose zone. Derived from applying simplifying
assumptions to the 3-D Richards equation, the coupling scheme provides estimates of groundwater flow to
the soil column. The last grid cell in the vadose zone, whose thickness can vary depending on the location
of the phreatic water table, incorporates the dynamics of groundwater flow. The soil moisture profile
obtained using this method is consistent with the groundwater head as described in Shen and Phanikumar
[2010]. A mass balance equation is written for the ponding layer at the surface and the equation is solved
simultaneously with soil water in the vadose zone using Picard iteration. The groundwater flow equations
are solved using an iterative sparse matrix solver. Overland flow is described using the 2-D diffusive-wave
equation, solved using a third-order total variation diminishing (TVD) Runge-Kutta scheme [Shu, 1988]. To
enforce flux and pressure continuity at the interface between the surface ponding layer and soil water, the
upper boundary condition for the Richards equation switches between a mass balance equation and a flux
(Neumann-type) boundary condition depending on whether the ponding water will completely infiltrate in
one time step.

3.6. PIHM
PIHM (Penn State Integrated Hydrologic Model) is a fully coupled, distributed hydrologic model for predict-
ing states such as snow water equivalent, interception storage, overland flow depth, soil moisture, ground-
water depth, and stream stage, and associated hydrologic fluxes such as streamflow, recharge, and
evapotranspiration [Qu and Duffy, 2007; Kumar et al., 2009]. Here we use the next generation of PIHM (also referred to as FIHM) [Kumar et al., 2009] that is second-order accurate in space and two to five order accurate in time, for solving unsteady diffusion wave overland and subsurface flow equations. A multidimensional linear reconstruction of the state gradients is used to achieve second-order spatial accuracy. The surface flow is based on a depth-averaged 2-D diffusive-wave approximation of the Saint Venant equations, while subsurface flow is based on the complete 3-D variably saturated form of Richards' equation. Full coupling between overland and vadose zone flow is based on continuity of head and flux. The spatial adaptability of the mesh elements and temporal adaptability of the numerical solver facilitates capture of multiple spatial and temporal scales by the model, while maintaining the conservation of mass at all cells (discretized unstructured mesh elements), as guaranteed by the finite volume formulation.

3.7. tRIBS + VEGGIE

The tRIBS (Triangulated Irregular Network (TIN)-Based Real Time Integrated Basin Simulator) is a distributed ecohydrologic model that considers hydrological processes such as rainfall interception, surface energy budget balance, evapotranspiration, infiltration, and runoff routing [Ivanov et al., 2004]. Its updated version, tRIBS + VEGGIE + OFM [Ivanov et al., 2008, 2010; Kim et al., 2013], developed a vegetation dynamics module and incorporated a quasi 3-D framework to describe subsurface saturated-unsaturated zone dynamics. Specifically, a computational domain is represented using an unstructured mesh that undergoes Voronoi tessellation that identifies individual computational elements. At the scale of each element, the 1-D mixed formulation of the Richards equation is solved on a mesh in the direction normal to the surface. The numerical approximation is based on backward Euler time stepping and an implicit Picard iteration with time step adaptation [Celia et al., 1990]. Galerkin-type linear finite elements are used to approximate variations within the mesh. The numerical scheme uses asynchronous coupling to the surface processes and mass exchanges modeled in the saturated zone. The saturated zone dynamics are resolved on an element-by-element basis using the same mesh and are based on the Boussinesq equation under the Dupuit-Forchheimer assumptions [Bear, 1979]. The flow direction in the subsurface saturated zone is determined using the D-infinity algorithm [Tarboton, 1997]. Lateral exchange in the unsaturated zone is gravity-driven only and the flow direction is also determined using the D-infinity method. tRIBS + VEGGIE has been coupled with the hydrodynamic overland flow model OFM [Kim et al., 2012, 2013]. This model solves the full version of the 2-D Saint Venant equations. As compared to kinematic or inertia-free surface flow model formulations, tRIBS + VEGGIE + OFM resolves the Riemann problem caused by the different wave speeds by employing Roe’s approximate finite volume solver on an unstructured triangular grid. The model simulates the entire domain, including hillslope and channel areas, in a seamless fashion and computes a solution of surface flow motion under the shallow water approximation.

4. Benchmark Simulation Cases

As is evident from the preceding descriptions, the seven models being considered in this study are based on different formulations of a variety of interlinked physical processes and different approximations for integration of the model components. Given this complexity, the mathematical properties and numerical behavior of each model are not yet fully understood and theoretical analysis to elucidate key differences between models is difficult. Numerical experiments therefore represent an essential tool for model intercomparison, and in this study simple experiments are used as a first step in exploring the similarities and differences between the seven models. The test cases involve simple geometries: a sloping plane and a tilted V-catchment [Gottardi and Venutelli, 1993; Panday and Huyakorn, 2004; Kollet and Maxwell, 2006; Kumar et al., 2009; Sulis et al., 2010] with minimal complexity in domain geometry and other features (topography, hydraulic and hydrogeological properties, and atmospheric forcing), but with complex physical responses designed to thoroughly compare model behavior. The test cases feature step functions of rainfall followed by a recession or evaporation period. The test cases also share common van Genuchten parameters based upon a sandy-loam soil from Schaap and Leij [1998]. The response variables analyzed include domain outflow, saturation conditions, and location of intersection between the water table and land surface. The simulations cases are: (1) infiltration excess, (2) saturation excess, (3) tilted V-catchment, (4) slab, and (5) return flow. A complete listing of all parameters is given in Table 3 and a summary of each case is provided below. While a comprehensive analysis of model run-time is outside the scope of this
all of these benchmarks were designed to run on modest computer resources (e.g., a laptop or a single compute core) and take at most a few minutes to complete. This is true for all the codes compared here. A comprehensive timing comparison would be interesting but would require compiling all the codes on a single machine under a single architecture and operating system. As some of the codes are currently only available on one platform (e.g., Windows or Linux), this effort as not yet been undertaken at this stage of the intercomparison project.

4.1. Infiltration Excess

In this test case, infiltration excess (Hortonian) runoff is produced by ensuring that surface saturation and ponding occur before complete saturation of the soil column. This is achieved by specifying a $K_s$ smaller than the rainfall rate. The simulations are reported for different values of $K_s$ as given in Table 3, noting that the higher $K_s$ value will yield more infiltration than the lower value. The domain used is a simple, one-dimensional hillslope shown in Figure 1, with a uniform soil depth of 5 m and a no-flow bottom boundary representing an impermeable base. A rainfall event 200 min in duration with a rate of $3.3 \times 10^{-4}$ m/min was applied to generate runoff, followed by 100 min of recession.

4.2. Saturation Excess

For the saturation excess test case, we use the same hillslope as the previous test case. However, in this benchmark, saturation excess (Dunne) runoff is produced by ensuring complete saturation of the soil column and intersection of the water table with the land surface. This is achieved by specifying a hydraulic conductivity larger than the rainfall rate. Two simulations are reported, for different values of initial water table depth as given in Table 3. As in the infiltration excess case, rainfall is applied for 200 min at a rate of $3.3 \times 10^{-4}$ m/min with an additional 100 min of recession.

![Figure 1. Domain for the infiltration excess, saturation excess, and return flow test cases [after Sulis et al., 2010].](image-url)
4.3. Tilted V-Catchment
The tilted V-catchment [Gottardi and Venutelli, 1993; Panday and Huyakorn, 2004; Kollet and Maxwell, 2006; Sulis et al., 2010] is formed by the union of two inclined planar rectangles of width 800 m and length 1000 m connected together by a 20 m wide sloping channel (Figure 2). This test case is used to assess the behavior of the surface routing component of the various codes without any contribution from the subsurface by assuming that no infiltration occurs. The simulation consists of a 90 min rainfall event (at a uniform intensity of $1.8 \times 10^{-4}$ m/min) followed by 90 min of drainage.

4.4. Slab
The slab case (first introduced in Kollet and Maxwell [2006]) involves a simple one-dimensional hillslope with a heterogeneous subsurface. Previous studies have demonstrated that spatial heterogeneity of subsurface hydraulic properties has a significant influence on runoff generation. In this series of simulations, the subsurface is uniform (with a $K_s$ value of $6.94 \times 10^{-2} \text{m/min}$) except for a very low conductivity slab ($K_s = 6.94 \times 10^{-6} \text{m/min}$) at the surface of thickness 0.05 m situated midway along the hillslope (Figure 3). The saturated hydraulic conductivity of the slab is designed to generate infiltration excess runoff while the hydraulic conductivity of the rest of the domain is large and will only generate runoff through saturation excess. The problem setup is shown in Figure 3.

4.5. Return Flow
This test case uses the same hillslope domain as for the infiltration and saturation excess tests and is shown in Figure 1. Return flow is generated by an atmospheric forcing sequence formed by an initial 200 min rainfall event of uniform intensity of $1.5 \times 10^{-4} \text{m/min}$ followed by 200 min of evaporation at a uniform rate of $5.4 \times 10^{-6} \text{m/min}$. All the models are run with a uniform discretization comprising 100 vertical layers. Two hillslope inclinations are considered (0.5% and 5%) to highlight the effects of the different characteristic time scales of the surface and subsurface processes.

5. Results and Discussion
5.1. Infiltration Excess
The results of the infiltration excess test case for all models is shown in Figure 4 and summary metrics are given in Table 4. The outflow as a function of time is plotted in this figure. We can see that in general all models show good agreement, exhibiting very similar behavior throughout all phases of the hydrograph and predicting very similar runoff amounts. Peak outflows differ by less than 3% across all models (Table 4) while peak discharge times differ by approximately 1% for the higher $K_s$ case. The disagreement between models is greatest in the prediction of time to reach steady state (as defined by an outflow rate greater than 95% of the value at 200 min) for the lower $K_s$ case with a maximum difference of approximately 20%, with TRIBS + VEGGIIE predicting the earliest arrival and ParFlow, CATHY, OGS, and HGS grouped closely with the latest arrival.
maximum difference between models during the recession curve was approximately 30%, evaluated as a difference between discharge at 250 min of simulation time between HGS and tRIBS + VEGGIE. We see that the models agree more closely for the larger of the two $K_s$ values, with differences in the recession of approximately 60% (again calculated at $t = 250$ min). Overall, four of the models (Par-Flow, CATHY, OGS, and HGS) appear to cluster the closest together, particularly during the rising limb and in the prediction of time to steady state. These models are similar in coupling strategy, which might explain these results, particularly for the lower $K_s$ case.

5.2. Saturation Excess

Figure 5 shows the outflow rates for the seven models at initial water table depths $w t = 0.5$ and 1.0 m. Summary metrics are again given in Table 4. The maximum difference in total outflow rate is 12% (measured between the CATHY and tRIBS + VEGGIE models) for the $w t = 1.0$ m case at $t = 200$ min. Note that while the difference in outflow rate is 14% the difference in cumulative outflow is 15% (again between CATHY and tRIBS + VEGGIE) for the $w t = 1.0$ m case. For both water table configurations, initiation of ponding, at which discharge is first seen in the plots and which also corresponds to the peak flow, occurs at about the same time for all seven models (differences of approximately 1%, Table 4). The HGS model predicts the fastest change in the rising limb of the hydrograph at the onset of outflow, with a change in convexity at early times. Note that the HGS model shares a surface flow formulation with that presented by Gottardi and Venu- telli [1993] where results (e.g., Figure 4 of that reference) also show very similar behavior for surface flow. The CATHY and PAWS models have the slowest increase in slope in the initial portion of the rising limb, and the CATHY model maintains, overall during the rising limb, a lower outflow rate at any given time.

![Figure 3. Domain for the slab test case.](image)

![Figure 4. Simulation results for the infiltration excess test case using two different values of saturated hydraulic conductivity $K_s$.](image)
corresponding to higher infiltration rates. The PAWS and tRIBS + VEGGIE models show a small overshoot for the wt = 0.5 m case with an outflow rate 0.1% larger than steady state (tRIBS + VEGGIE) and 0.7% (PAWS). Both PAWS and tRIBS + VEGGIE display a similar receding limb for the wt = 0.5 and 1.0 m cases.

5.3. Tilted V-Catchment

The outflow results of the tilted V-catchment case are shown in Figure 6 and summary metrics are given in Table 4. All models predict generally similar behavior, with the greatest differences occurring between OGS and ParFlow in the prediction of time to steady state, approximately 25% (as defined by an outflow rate greater than 95% of the value at 90 min) and between OGS and PAWS in prediction of flow rate, approximately 2%. There is greater model agreement during the recession phase of the hydrograph than during the rising limb phase. While the differences between the seven models are greater for this V-catchment test case than for the previous sloping plane tests, owing to greater complexity of the simulation domain and to the different overland and channel routing models used, they are significantly less that those reported in Panday and Huyakorn [2004] for a suite of standard overland flow watershed models.

Table 4. Summary Metrics for Selected Cases by Model

<table>
<thead>
<tr>
<th>Summary Metrics for Each Case</th>
<th>Infiltration Excess $K_s = 0.1$</th>
<th>Saturation Excess $wt = 1.0$</th>
<th>Tilted V-Catchment</th>
<th>Slab Case</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Qpeak</td>
<td>tpeak</td>
<td>Qpeak</td>
<td>tpeak</td>
</tr>
<tr>
<td>CATHY</td>
<td>7.0920</td>
<td>201</td>
<td>8.8200</td>
<td>200</td>
</tr>
<tr>
<td>HGS</td>
<td>7.1640</td>
<td>200</td>
<td>9.4320</td>
<td>200</td>
</tr>
<tr>
<td>PIHM</td>
<td>7.1040</td>
<td>200</td>
<td>9.2100</td>
<td>197.3</td>
</tr>
<tr>
<td>ParFlow</td>
<td>7.1100</td>
<td>200</td>
<td>9.3060</td>
<td>200</td>
</tr>
<tr>
<td>PAWS</td>
<td>7.1940</td>
<td>200.5</td>
<td>9.2100</td>
<td>197.3</td>
</tr>
<tr>
<td>OGS</td>
<td>7.1040</td>
<td>200</td>
<td>9.2100</td>
<td>197.3</td>
</tr>
<tr>
<td>tRIBS + VEGGIE</td>
<td>7.2900</td>
<td>198.75</td>
<td>10.2060</td>
<td>198.75</td>
</tr>
<tr>
<td>aQpeak is the peak flow in m³/min, tpeak is the time of peak flow in min, and tslab is the average onset of flow due to the slab.</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
5.4. Slab

The outflow results of the slab test case are shown in Figure 7 again with summary metrics in Table 4. While all models represent the same basic features created by the inclusion of the low-$K_s$ slab, significant differences appear in the details of these results. The largest model differences are in the prediction of the onset of
flow, with tRIBS + VEGGIE predicting flow at 75 min and PIHM predicting flow at 125 min. There are also significant differences in the predicted peak flow although these are very similar to the difference in the “plateau” of quasi-steady flow created by the slab. The recession period is where model agreement is closest. Two reduced-dimensionality models appear to group closely together (PAWS and tRIBS + VEGGIE) in peak flow but not onset time, where PAWS and ParFlow appear to be in close agreement. The CATHY model appears most diffusive, particularly at early times. This behavior has been discussed in Sulis et al. [2010]. ParFlow, OGS, and HGS group quite closely together, particularly ParFlow and OGS, and all three at the time of peak flow, as do the results from CATHY and PIHM. We might note that both ParFlow and OGS are run using a structured configuration and this might contribute to their close agreement, and similarly for CATHY and PIHM, which are both unstructured codes.

Figure 8. Saturation profiles for the slab test case at times 60 and 90 min (top and bottom graphs, respectively, for each model).
Figure 8 plots snapshots of saturation at two points in time (60 and 90 min) for six of the seven models. These times are before the onset of outflow and diagnose model behavior in a manner not immediately apparent from the hydrograph alone. It should be noted that this problem presents very complex physical processes, with runoff, run-on, concentrated infiltration, and lateral unsaturated flow playing important roles in overall system behavior. In this figure, significant saturation differences are seen across all models. Three models that use globally implicit solution strategies (PIHM, ParFlow, and HGS) appear to show the greatest similarity in saturation at both times. Differences in saturation at the end of the slab simulation are important for longer, multievent time series. Because the slab case simulated here is a single storm, the final saturation would represent the initial saturation for subsequent hyetographs. The differences between models seen here in Figure 8 may likely be amplified for multiple stress period simulations.

5.5. Return Flow

The return flow case, run for two different slopes, produces the greatest model disagreement. The results of this test case are shown in Figure 9 and are plotted as the intersection point between the water table and the land surface as a function of time. We see that the water table very quickly intersects the ground surface (generating runoff) and rises very far up the hillslope to reach a quasi-steady equilibrium, before recessing back down to the hillslope outlet. In general all models predict this basic behavior for both slopes. However, the models vary widely in their prediction of the water table-ground surface intersection as a function of time.

This is a highly nonlinear test problem and not surprisingly the results between models are the most disparate. For the 0.5% rising limb ParFlow, CATHY, PAWS, and OGS all group closely together. All codes are surprisingly similar in their prediction of time at steady state for this case. The recession for most codes is bracketed for the most part by CATHY’s rill and sheet flow formulations, a result seen previously for a ParFlow/CATHY comparison [Sulis et al., 2010]. tRIBS + VEGGIE produces a very fast recession of the water table, which might be related to the one-dimensional treatment of the unsaturated zone. PAWS exhibits good agreement with ParFlow for both 5% and 0.5% slopes, which is interesting as it highlights agreement between two different numerical approaches (asynchronous linking compared to fully implicit). It should also be noted that the 1-D unsaturated zone formulation in PAWS can approximate the water table location for most of the recession. For the 5% slope, we do see a disagreement between the simulations. We no longer see a similar prediction of steady state time (differences are approximately 50%) and the rill/sheet flow formulations of CATHY no longer bracket the suite of simulation results.
5.6. Summary Discussion

When one looks at the results in Table 4 the peak flow rate and peak timing metrics are quite consistent across all codes for the three more simple test cases. We see more disagreement between the models for the slab and return flow cases. These differences point to combined runoff/run-on mechanisms as being highly nonlinear and particularly challenging to solve. For runoff cases with simple infiltration, the model agreement is quite good. However, cases that have strong unsaturated dynamics and large fluctuations in water table (particularly tied to runoff) appear to be much more challenging to capture. These runoff processes are quite important in scaling and capturing groundwater-surface water exchange, having significant implications for larger areas and longer simulation times. Furthermore, we see a grouping between the implicit codes and asynchronous linking codes. For the simple cases, asynchronously linked codes predict more outflow and thus less subsurface storage compared to the iterative or globally implicit codes.

6. Conclusions

In this paper, seven integrated hydrologic models were intercompared using a standard set of test problems. The models represent a range of coupling strategies and solution techniques. In general, all the models perform similarly on the test cases simulated. In particular, all models agree very closely for the infiltration excess, saturation excess, and tilted V-catchment cases. The more complex cases, slab and return flow, resulted in some significant differences in model behavior. We draw some specific conclusions from this work:

Figure 9. Simulation results for the return flow test case using hillslope inclinations of (a) 0.5% and (b) 5%. Note that the upslope distance represents the intersection point between the water table and the land surface and is plotted here as a function of time.
1. Model agreement is good for the simpler test cases. These cases, particularly those with purely surface flow (tilted V), 1-D infiltration (infiltration excess, specifically for the larger $K_s$ value), and less complex water table dynamics (saturation excess) generally have small model differences (5% or less). These cases cover a large range of classical (yet not overly complex) runoff generating mechanisms often encountered in catchment hydrology and can serve to build model confidence.

2. Model disagreement is large for the test cases representing more complex runoff/run-on processes (particularly the slab case) and rapid water table dynamics (return flow case), and are clearly a more challenging problem to solve. Here we see model results grouping by dimensionality and by solution technique. These cases represent somewhat more recently identified runoff generating mechanisms [e.g., Woolhiser et al., 1996; Maxwell and Kollet, 2008b; Meyerhoff and Maxwell, 2011] where heterogeneity and more complex saturated flow contribute substantially [e.g., Laague et al., 2010]. They can pose challenges, for instance, in upsampling for parameterization in large-scale models [e.g., Liang et al., 1996).

3. Though we see quantitative differences between model results for the more complex cases, we also see qualitative agreement. We see the same behavior in all models for a range of challenging test problems. This provides confidence in all of the models included in this intercomparison and an understanding of runoff generating processes where models agree well and where differences might be expected. These cases provide a framework for model evaluation and intercomparison as the field of coupled hydrologic models advances. However, this intercomparison exercise is the first step in a continuing effort that will develop additional benchmarks that increase in complexity. These cases will include real sites (e.g., the Borden test case as presented in Jones et al. [2006]) and additional processes such as the land-energy balance and contaminant transport. Additional cases will increase in scale, possibly taking advantage of parallel or high performance computing in hydrology [e.g., Kollet et al., 2010; Maxwell, 2013] to extend to high resolution and large extent. These efforts will continue to build the community of hydrologic modelers, carefully guiding scientific understanding as integrated models increase in complexity.

References


Leopold, L. B., and T. Maddock Jr. (1953), The hydraulic geometry of stream channels and some physiographic implications, Prof. Pap. 252, U.S. Geol. Surv., Washington, D. C.


Luo, L., et al. (2003), Effects of frozen soil on soil temperature, spring infiltration, and runoff: Results from the PILPS 2(d) Experiment at Valdai, Russia, J. Hydrometeorol., 4, 334–351.


