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ABSTRACT

Object selection and manipulation in world-fixed displays such as
CAVE-type systems are typically achieved with tracked input de-
vices, which lack the tangibility of real-world interactions. Con-
versely, due to the visual blockage of the real world, head-mounted
displays allow the use of many types of real world objects that
can convey realistic haptic feedback. To bridge this gap, we pro-
pose Specimen Box, an interaction technique that allows users to
naturally hold a plausible physical object while manipulating vir-
tual content inside it. This virtual content is rendered based on the
tracked position of the box in relation to the user’s point of view.
Specimen Box provides the weight and tactile feel of an actual ob-
ject and does not occlude rendered objects in the scene. The end
result is that the user sees the virtual content as if it exists inside
the clear physical box. We hypothesize that the effect of holding
a physical box, which is a valid part of the overall scenario, would
improve user performance and experience. To verify this hypothe-
sis, we conducted a user study which involved a cognitively loaded
inspection task requiring extensive manipulation of the box. We
compared Specimen Box to Grab-and-Twirl, a naturalistic biman-
ual manipulation technique that closely mimics the mechanics of
our proposed technique. Results show that in our specific task,
performance was significantly faster and rotation rate was signif-
icantly lower with Specimen Box. Further, performance of the con-
trol technique was positively affected by experience with Specimen
Box.

Index Terms: H.5.1 [Information Interfaces and Presentation]:
Multimedia Information Systems—Artificial, augmented, and vir-
tual realities

1 INTRODUCTION

Selection and manipulation of objects in world-fixed displays1 such
as CAVE-type virtual reality (VR) systems are limited by the nar-
row avenue of interaction possibilities provided by wands and game
controllers. Issues such as occlusion and the lack of realistic haptic
feedback caused by these input devices hinder the ability to perform
realistic interactions. This paper proposes Specimen Box2, a novel
tangible interaction technique that uses passive haptics to overcome
limitations of traditional world-fixed display input devices.

1.1 World-Fixed Displays
Options to display and experience virtual content can generally be
classified as either world-fixed, such as CAVE-type systems, or
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Figure 1: A user utilizing the proposed Specimen Box interaction
technique

user-fixed, such as HMDs. Even though user-fixed displays offer
convenient advantages such as mobility and affordability, world-
fixed displays show advantages which invite further research on us-
able and efficient interaction techniques.

Researchers have found that CAVEs lead to increased pres-
ence [22] and reduced simulator sickness [24] when compared
to HMDs. These advantages may come from multiple factors,
originating from one or more of the following: superior field of
view [16], seams in the display which can act as rest frames [10],
comfortable accommodation distances (the walls of the CAVE are
at a pleasant distance from the user’s eyes) [18], scene continuity
(available even during quick head turns), and personal awareness
(the ability to see one’s own real body) [4]. Additionally, world-
fixed displays allow users to have a social group experience (al-
though in most world-fixed systems there is still only one truly cor-
rect view point).

Further, world-fixed displays are able to offer very high res-

1The term world-fixed display was proposed by Jerald [21] in contrast
with head-mounted displays (HMDs). These include CAVE-type systems,
wall-sized displays and desktop VR displays. Our proposed technique ap-
plies to any display defined as world-fixed.

2 This technique is presented in short form in [46].



olution and frame rates which are not foreseeable for user-
fixed displays. For example, research on extremely high frame
rates (>1000 fps) is only currently available via DLP projec-
tors [27] and there are possibilities with projector-based systems
to achieve autostereoscopy (permitting completely unencumbered
operation) [34]. Collectively, world-fixed displays present a num-
ber of potential benefits that should be explored through new tech-
niques, such as Specimen Box, proposed and demonstrated herein.

1.2 Passive Haptics in Virtual Reality
Passive haptics offer a compelling way to increase user experience
beyond indirect input through game controllers and wands. Stud-
ies conducted by Insko [20] used a VR pit simulator with passive
haptics cues by raising up the walkway off the floor slightly so that
the edge of the walkway could be sensed by the participants [30].
This passive haptics ledge led to a significant increase in heart rate
and skin conductivity responses. In a second experiment, partici-
pants were trained to navigate a maze-like environment. One group
trained in VR and had styrofoam walls co-located to the walls in the
virtual environment, while the other group trained in VR with no
haptics. Results showed that participants who trained with passive
haptics had significantly faster completion time and less collisions
when assessed on the maze while blindfolded [20].

Another successful use of passive haptics devices is in the medi-
cal domain. Early VR work showed that passive props representing
the head and cutting planes helped neurosurgeons with visualiza-
tion [17]. Laparoscopic surgery simulators were developed with
force feedback probes [37]. Results showed that trainees utilizing
VR were faster, made less errors, and had more economy of motion
on the follow up assessment.

Researchers have realized that clear tangible objects may be em-
ployed in world-fixed displays. Early work by Encarnação et al. on
the “Translucent Sketchpad” [13] and work by Coquillart et al. on
the “Virtual Palette” [6] also utilized the idea that the user could
hold a clear prop (in their case the sketchpad or pallete) for the user
to interact on. By carefully co-locating the rendered image (from
their VR workbench / single wall setup) they were able to allow the
user to virtually interact with or write on the prop. While the use of
a transparent prop is similar to our technique, “Translucent Sketch-
pad” pursues a pen and paper metaphor for interaction and “Virtual
Palette” pursues a menu metaphor. Specimen box is different as it
pursues a 2 handed 3D box grabbing metaphor.

Work by Kawakami et al. [23] developed the concept of “Object-
Oriented Displays”, where the faces of the objects are used as dis-
play screens. Taking that concept further Inami et al. [19] proposed
a head-mounted projector that was able to project onto objects.
More recently, researchers proposed autostereoscopic displays on
the faces of a cube [28]. These techniques are all conceptually re-
lated to Specimen Box, but with key differences. Displaying ob-
jects on the faces of a cube restricts the display of content behind
the cube. Part of the appeal of the Specimen Box technique is that
we see through the box (the user can see both the virtual scene and
their hands), thus making the translucent box more plausible in an
encompassing VR scene. In addition, Specimen Box requires only
a see-through tracked cube, while previously proposed techniques
require actual screens or displays on the cube.

It is clear that there are advantages to incorporating passive hap-
tics into simulations and training. However, passive haptics have
been historically hard to incorporate into world-fixed displays be-
cause they are visible to the user. Our proposed interaction tech-
nique overcomes this limitation by using a clear box and displaying
its virtual content directly inside it through the world-fixed display.

1.3 Historical Motivation
The inspiration for the proposed technique drew from a study of
history and a desire to conduct exposure studies of stimuli eliciting

disgust and fear. We refer to the 1800s “specimen jars” that were
used to house preserved specimens of various animals and human
organs. Some specimen jars date back to the 1600s, and were stored
together (along with other oddities: shrunken heads, sculptures, and
even fantastic fabrications of mythical creatures) in “curiosity cab-
inets” by aristocrats, collectors, and what would come to be called
natural scientists. These objects were available for seeing, and even
smelling and tasting [5]. Such jars became more common place
after the discovery of formaldehyde (1867) and the formalization
of the field of Natural History. We thus propose our virtual reality
interaction technique and dub it “Specimen Box” (see figure 1) as a
reference to the historical practice of specimen jars.

1.4 Specimen Box Technique and Implementation
Specimen Box embodies an object manipulation technique, in a
clear acrylic box, where users can pickup, touch and feel the box,
but can’t quite physically reach its contents (figure 1). By using
this interaction metaphor, Specimen Box affords natural manipu-
lation, while maintaining plausibility of the inner object, through
consistent tracking and realism of its perspective rendering.

To implement this technique, We commissioned a box consisting
of a cube with outer dimensions of 26.35 cm. While this number is
somewhat arbitrary, we wanted an object that would be comfortable
to grasp with two hands. Holding our hands out in front of us, shows
we can avoid flexing outward if the object is smaller than about
30cm. In looking at some of the balls utilized in sports, we saw that
football (soccer) balls are 22 cm, American basketballs are 24 cm
in diameter. So, we estimate that a box in the range of 20 cm to 30
cm may be comfortable to handle with two hands. Also, the size of
the box was selected to balance two competing factors. If the box is
too small, the size of the virtual object that can be contained within
it will be overly restricted, but if the box is too large, handling and
manipulation will be overly cumbersome.

We were concerned that the user might be able to squeeze the
box, and thus create curvature that would distort the image. So, it
was important to choose a wall thickness that could withstand the
user pressures. From some simple calculations we determined that
deflections would be negligible with a 3/16 inch (0.476 cm) thick
transparent acrylic. The box could theoretically be constructed
from materials available at most local hardware stores; however, in
order to have an aesthetically pleasing box, we had it professionally
made [1] for approximately 100 USD. The manufacturer utilized
SC-94 brand acrylic cement for gluing the panels together. These
dimensions and thickness led to a box box that weighed 2,105 g.
Adding the affixed tracking sensor (36 g), led to a total weight of
2,141 g. To preserve the box integrity that could be compromised
from the glue off-gassing, a small hole of 5.86 mm diameter was
drilled near one of the edges.

In order to use the box within a VR context, it needs to be fur-
nished with 6 degrees of freedom (6-DOF) tracking. We attached
an IS-900 wireless head tracking sensor to the top of the box. A
cable ran from the sensor on the box to a power pack/transmitter
clipped onto the belt/pocket of the user. The tracking sensor can be
seen on Figure 1. By referencing the tracking sensor values through
software, a virtual object can be rendered at an offset from the in-
coming tracker position, such that it appears inside the transparent
acrylic box.

2 USER STUDY

In order to evaluate the possible advantages of the Specimen Box
interaction technique, we conducted a user study. Our goal was
to understand the differences between Specimen Box and a us-
able virtual object manipulation technique that closely mimicked
the biomechanics of Specimen Box in terms of user performance
(time and correctness), physical motions taken (translation and ro-
tation), and subjective feedback from the participants.



2.1 Choice of Virtual Manipulation Technique
We propose to compare Specimen Box to an existing bimanual in-
teraction technique, already known and developed by the research
community. Prior work was previously undertaken to create a se-
ries of classifications of the way 2 hands can cooperate [15]. Guiard
studied everyday actions to create classifications such as unimanual
(one hand used), bimanual symmetric (2 hands used, and each hand
either performs the same action or an action in phase with the other
hand), and finally bimanual asymmetric (a more complicated ac-
tion/interaction between the two hands).

Cutler et al. [8] used Guiard’s framework to develop and ex-
plore a series of bimanual interaction techniques. From the list,
Cutler proposes that the Grab-and-Carry method (defined as bi-
manual symmetric) matches how users handle objects in the real
world. Conceptually, a line is created between the two hands. We
can imagine that, if the object we want to manipulate is forced to
stay on that line, by moving the hands, we can achieve a 5-DOF sys-
tem. A slight addition is made in Cutlers Grab-and-Twirl method,
in which a rotation from one of the hands (Cutler suggests using
only the right hand) provides roll around the line connecting the two
objects. With the Grab-and-Twirl method we have found a 6-DOF
bimanual interface that closely mimics how objects are manipulated
in the real world. We have, thus, decided to compare Specimen Box
to Grab-and-Twirl.

2.2 Display Apparatus and Software
We used the Duke immersive Virtual Environment (DiVE), a six-
sided CAVE-type [7] system to perform the experiment. Tracking
was provided via an Intersense IS-900 tracking system. For the
Grab-and-Twirl evaluation, we utilized a tracking sensor attached
to a short wood stick measuring approximately 30cm. The domi-
nant hand used the standard Intersense wireless wand, which was
furnished with 6 buttons and 2 joystick axes. In our experiment,
only the wand trigger was used for Grab-and-Twirl manipulation.

Each wall of the DiVE has two Christie Digital WU7K-M pro-
jectors running at 120 Hz. These projectors are overlapped and
blended, and give a total resolution of 1920x1920 pixels per wall.
Active stereo is achieved via Volfoni Edge RF liquid crystal shutter
glasses. Our simulation was visually simple enough that we were
able to run at our full system performance, which was 120 Hz active
stereo - effectively 60 fps.

For the simulation software, we used Unity 5.3 with the Mid-
dleVR plugin [26] to support clustered CAVE-type renderings. The
scripts to control various aspects of the simulation inside Unity
were written in C#. Logs were written out to disk in the form of
CSV files, and later combined via a helper program into one large
CSV file (containing all of the users) that was loaded into the IBM
SPSS statistical software.

The virtual environment was a small room, coinciding with the
walls of the DiVE. A Stone texture was shown on the walls, and
a wood floor texture on the floor. The room scenario was created
in order to give a sense of presence and to allow some objects to
be displayed behind the box. In the case of the Grab-and-Twirl
condition, we added a virtual representation of the physical box to
eliminate confounds (see figure 2) and make the task technique as
similar to Specimen Box as possible.

2.3 Participants
Participants were screened for family history of photosensitive
epileptic seizure and asked to have normal or corrected-to-normal
vision (we conducted in person screening for color blindness).
We recruited 22 volunteers, but due to technical difficulties of the
equipment, the data from 2 participants were not analyzed, leading
to 20 participants included in the data analysis. The ages ranged
from 18-47 years (M=28.2, SD=7.6). Seven participants (35%)
were female. All participants (in the Grab-and-Twirl condition)

Figure 2: Example of user performing an inspection task with the
Grab-and-Twirl manipulation technique. Note that a virtual acrylic
box is rendered.

held the wand with the same hand they used for a mouse (the right
hand for every participant in our cohort). Nine participants (45%)
had previous experience with CAVE-type systems. Twelve partic-
ipants (60%) had prior HMD experience. Every participant that
reported CAVE experience, had also experienced an HMD before,
so our overall level of prior VR experience on any type was 60%.
Participants were compensated with a $10 gift card.

2.4 Word Counting Stroop Task
In an effort to create a task with varying levels of cognitive load,
we utilized the well known Stroop Effect [41]. John Ridley Stroop
released one of the most widely cited papers in Psychology in 1935
on what came to be known as the Stroop Effect. In this effect, when
a user reads a word, for example the word “Red” written in ink
colored red - there is a congruent condition between the word and
the color. However, interesting things happen when the word itself
“Red”, is written in blue ink. This creates a mismatch in the brain
and is referred to as an “incongruent condition”. The user will be
asked to read the word or asked about the color of the ink and the
time for users to respond is taken. The incongruent conditions (with
the word not the same as the ink) generally shows slower response
times. This has been traditionally a pen and paper test, but modern
researchers have used it with success in recent VR studies [33, 24].
One important thing to consider is that since the Stroop Effect uti-
lizes words in a particular language, results may differ when the
participant is bilingual [35]. Specifically, lower fluency in English
corresponds to a reduction in performance on the Stroop test (lead-
ing to more time to answer the question) [42]. This could be an
issue in our experiment, as all of our participants claimed English
fluency but 7 participants (35%) identified as non-native speakers.
However, we anticipated some protection against this potential con-
founding factor as all participants were their own control.

In our study, we used 3 levels of increasing task difficulty of the
Stroop task–congruent with blank faces (a cube in this configuration
could have 4 faces with the word green written in green, and 2 blank
faces), congruent with distractors (the same example could have 4
faces with the word green written in green, and 2 faces with the
word blue written in blue), and finally incongruent (2 faces with



with the word red written in green ink, 2 faces with with the word
blue written in green ink, and the two remaining faces could be
inked red with non red words (blue, green)). See figure 3 for visual
examples of difficulty conditions 2 and 3.

Figure 3: Two different Stroop conditions. Left: congruent (ink color
matches word); right: incongruent (ink color does not match word)

2.5 Procedure

Upon arrival, participants signed an informed consent form, were
evaluated for color blindness, conducted a spatial aptitude test
(Cube Comparison Test S-2 [11]), and completed a brief back-
ground survey containing demographic items as well as video game
and VR experience. A tutorial followed where participants were
shown how to manipulate the box. The user was asked to stand in
the center of the system and face the front wall. Participants were
asked to remain standing in the same place, but were allowed free
movement of their head and hands. As initial practice, they were
allowed to manipulate the box on their own for 1 minute. Follow-
ing that, 2 examples of each of the 3 difficulty levels were presented
(for a total of 6 training trials). During the tutorial, if the participant
proposed the wrong answer, the experimenter corrected the partic-
ipant, and allowed them to reinspect the target cube. During the
actual trials, no feedback on correctness was provided.

Each trial began with the computer proposing a question visu-
ally to the user, for example “How many faces have words colored
blue?”, and also spoken using the built-in Microsoft text-to-speech
voice. Then a ding sound was played to alert the user that the trial
was beginning. The participants could then freely rotate/manipulate
the physical/virtual box however they wanted. When they were sure
of the answer to the proposed question they stated “ready!”. This
allowed the experimenter to press the space bar, which stopped the
timer. Then, the participant spoke the answer, which was also keyed
in by the experimenter. Thus, the answering of the proposed ques-
tion could be thought of as utilizing a “wizard of oz” voice control
system [9]. The system then asked the user to align the box to a
common starting orientation. On completion of the alignment, the
next trial began.

As providing an exhaustive list of all possible cube configu-
rations would be impractical, we presented 12 randomly selected
cube configurations. Here we summarize the randomization algo-
rithm. Each 12 trials per difficulty block were split into 2 groups of
6. This provided 6 trials for each type of question - looking for the
word or looking for the ink color. In each sub-grouping of 6, we had
one each of the number of faces 1,2,3,4,5,6. Within each subgroup
of 6 we would randomly assign 2 red, 2 blue, 2 green. Thus, while
not covering all theoretically possible combinations, we were en-
suring that the answer colors and number of faces were evenly rep-
resented. Once all 12 trials were configured, specific configurations
for the cube (that could represent 4 faces of green for example),
for each cell were generated. Finally the blocks of 12 trials were
randomly shuffled, thus interspersing questions about the word or

about the ink. The algorithm would then move up to the next dif-
ficulty level (12 more, congruent with distractors), and finally 12
in the hardest (incongruent) for a total of 36 trials per interaction
technique. This schedule was computed and written out by a helper
program to a CSV file (and then loaded by the Unity-based Vir-
tual Environment) before each launch of the program, ensuring that
each run was randomized, and thus minimizing any learning effects
that could occur.

After the completion of all 3 difficulty blocks from easiest to
most difficult (i.e., 36 trials), participants completed a survey about
their experience with the interaction technique. At this point, the
participants were offered a break for bathroom or water. When
ready, the tutorial was started again, this time with a different in-
put device. On completion of the tutorial the 36 trials were run, the
device evaluation survey was completed, and then a final overall
preference survey was completed. The order of interaction tech-
nique was counterbalanced between subjects.

2.6 Design

The study was conducted with three within-subjects independent
variables – interaction technique (IT–Specimen Box, Grab-and-
Twirl), difficulty level (congruent, congruent+distractors, incongru-
ent) and trial number (12). We counterbalanced the order of IT pre-
sentation and considered it as a between-subjects factor to test for
ordering effects. The study thus had a mixed design with 3 within-
subjects factors and 1 between-subjects factor. Within an IT, each
difficulty block consisted of 12 trials. The tasks were presented in
order of difficulty from easiest to hardest and each participant per-
formed a total of 72 trials (2 ITs × 3 difficulty × 12 trials). No
user took longer than one hour to complete the whole experimental
session.

3 RESULTS

3.1 Data Collection

Participants performed a standard spatial abilities test and back-
ground data on age, gender, native language, video gaming expe-
rience and VR experience was collected.

We collected objective data as well as subjective responses from
participants. The objective measures were accuracy, time to com-
plete a trial (s), rotation rate of the real or virtual box (deg/s) and
translation rate of the real or virtual box (m/s). Subjective responses
comparing the ITs were collected for a subset of standard presence
questions[39] (“Please rate your sense of being in the virtual envi-
ronment.”; “To what extent were there times during the experience
when the virtual environment was the reality for you?”; “When you
think back about your experience, do you think of the virtual envi-
ronment more as images that you saw, or more as somewhere that
you visited?”), ease of use, learnability and cumbersomeness. We
also collected overall ratings for each IT as well as the overall pre-
ferred method.

3.2 Data Analysis

Data was analyzed with IBM SPSS 24. For time, rotation rate and
translation rate, data was visually inspected for normality and skew-
ness and kurtosis were within approximate normal ranges. Data
was tested for sphericity, using the Maulchly’s test, and when the
assumption was violated, the Greenhouse-Geisser correction on the
degrees of freedom was used. For pairwise multiple comparisons,
the Bonferroni correction was used.

A 4-way mixed-design factorial analysis of variance (ANOVA)
with three repeated-measures factors and one between-subjects fac-
tor was performed for time, rotation rate and translation rate while
subjective ratings were analyzed with the Wilcoxon signed rank
test.



Pearson’s correlation tests were conducted to relate spatial abil-
ity test score, VR experience, video game frequency of use and age
to the outcome variable time.

For clarity, units are not displayed along with the means. Time
units are seconds, rotation rate units are degrees per second and
translation rate units are meters per second. Also for clarity, we
refer to Specimen Box as SB and to Grab-and-Twirl as GT, while
difficulty is represented from 1 to 3 as easiest (congruent without
distractors) to most difficult (incongruent).

3.2.1 Missing Data

On a few occasions, tracking was lost, or participants waited too
long before they performed the first trial due to misunderstanding.
In those situations, data was missing for that particular trial. In
order to avoid the list-wise removal of a participant from a single
missing cell, we replaced the missing data with the average for the
trial block of the respective participant for each instance [25]. A
total of 15 (1.04%) missing data points were replaced.

3.2.2 Accuracy Measure

Participants were asked to perform as fast as possible, but always
respond with confidence. For that reason, the vast majority of the
trials were accurate (1421/1425 = 98.5% of valid trials). For that
reason, we did not perform statistical analysis on accuracy, but fo-
cused on time, rotation rate and translation rate.

3.3 Correlations

Time was significantly related to the age of participants (r =
.214, p = .019), indicating that the older participants were, the
longer the trials took. There were significant inverse relationships
of time with spatial ability (r =−.412, p< .0001)–participants with
higher spatial ability completed trials faster. Similarly, there was
an inverse relationship of time with frequency of playing real time
strategy (r = −.266, p = .003) and sports/action (r = −.309, p =
.001) video games–the more frequently participants played video
games the faster they were. There was no significant relationship of
time with amount of VR experience.

3.4 Main Effects

Looking at the order factor of IT, there were no main effects in the
study for time (µSB f irst = 5.34, µGT f irst = 5.70, F1,18 = .37, p =
.55), rotation rate (µSB f irst = 75.16, µGT f irst = 78.97, F1,18 =
.12, p= .733) or translation rate (µSB f irst = .197, µGT f irst = .170,
F1,18 = 1.69, p = .21). There were, however, significant interaction
effects with ordering (see section 3.5).

For the IT factor (see figure 4), time was significantly lower with
SB (µSB = 5.28, µGT = 5.77, F1,18 = 5.53, p < .05) and rotation
rate was significantly lower with SB (µSB = 64.79, µGT = 88.34,
F1,18 = 22.16, p < .0001), while translation rate did not show a sig-
nificant difference (µSB = .183, µGT = .184, F1,18 = 0, p = .984).

Difficulty also showed a main effect for time (figure 5; µ1 =
5.71, µ2 = 5.53, µ3 = 5.32, F2,36 = 5.42, p < .01), where pair-
wise comparisons showed that trials completed with difficulty 1
took significantly longer than those completed with difficulty 3
(p < .05). Difficulty levels were not significantly different among
each other for rotation rate (F1.42,25.6 = .439, p = .648) or transla-
tion rate (F2,36 = .262, p = .771).

The trial variable had significant differences for time
(F5.58,100.5 = 4.71, p < .0001). Pairwise comparisons on time
show that the only significant differences occurred between the
first and second trials, indicating that there was a steep but quick
learning curve, and time was consistent after trial 1. There were no
main effects of trial for rotation rate (F5.20,93.5 = 4.71, p = .062) or
translation rate (F3.25,58.5 = 1.27, p = .293).
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3.5 Interaction Effects

Although there was no main effect of ordering, we observed some
interaction effects which involved ordering. There was a significant
interaction of ordering and IT for time (F1,18 = 16.177, p < .005),
as shown in Figure 6. Pairwise comparisons show that when
GT was performed first, it took significantly more time than SB
(p < .0001). However, there were no significant differences be-
tween GT and SB when SB was performed first (p = .253). This is
an interesting result, and we discuss its implications in section 4.2.

There was also a 3-way interaction effect across ordering, dif-
ficulty and IT for time (F2,36 = 6.394, p < .005). Pairwise com-
parisons provide insight into this interaction effect. Looking at GT
with difficulty 1, it was significantly slower when it was performed
first than when it was performed last (p < .05), while there were no
significant differences for difficulties 2 (p = .108) or 3 (p = .324).
Conversely, when looking at the ordering where SB was performed
first, GT was significantly faster than SB in difficulty 1 (p < .05),
with no significant differences with difficulty 2 (p = .340) or 3
(p = .777). Finally, GT was significantly slower in difficulty 1 as
compared to difficulty 3 when it was performed first (p< .005), and
SB was significantly slower in difficulty 1 as compared to difficulty
3 when it was performed first (p < .05).
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The last significant interaction effect observed in the study was
a four-way interaction between all factors (ordering, difficulty, trial
and IT) for rotation rate. An interaction effect with so many factors
is difficult to interpret, and pairwise comparisons didn’t elicit any
immediate insights.

3.6 Subjective Feedback
The analysis of survey questions showed that presence was signif-
icantly perceived as higher for GT for the three questions asked
(“sense of being there” – MdnGT = 5.5, MdnSB = 4, N = 17,
z = −2.53, p < .05; “VR experience was reality” – MdnGT = 5,
MdnSB = 3, N = 15, z = −1.99, p < .05; “images vs. places”–
MdnGT = 4, MdnSB = 2, N = 15, z =−2.78, p < .01).

Overall, 14 participants (70%) preferred GT over SB, although
there was not a significant difference in the overall rating of each
IT (MdnGT = 4, MdnSB = 3, N = 17, W = 40.5, insigni f icant).
Participants found SB significantly more cumbersome than GT
(MdnGT = 2, MdnSB = 3, N = 18, z =−2.20, p < .01). However,
ease of use was not significantly different across ITs (MdnGT =
4, MdnSB = 5, N = 14, W = 44.5, insigni f icant), nor was per-
ceived learning speed (MdnGT = 4, MdnSB = 5, N = 8, W = 10.5,
insigni f icant).

Free form comments were collected and coded. Fourteen par-
ticipants commented that the box was too heavy. A small number
of participants commented on visual distortions of the physical box
as distracting (1 participant), on reflections of the physical box as
distracting (3 participants), and on how tethering of physical box
tracker interfered with motions (3 participants). We discuss these
comments in section 4.

4 DISCUSSION

4.1 Time Advantage of Specimen Box
The Specimen Box technique was significantly faster than Grab-
and-Twirl, even with the heavy weight of the box (see discussion
in section 4.6). The tactile nature of Specimen Box could have
provided accuracy in the movements of the user. Thus the user
would not overshoot or have to redo intended operations. However,
it would be hard (in the context of our current experiment) to gain
insight into this factor (accuracy/intention), but future studies could
probe deeper in this direction.

Another hypothesis is that the tactile nature of the box allowed
the user to intuitively (perhaps through proprioception [32]), know
what face of the inner target box they were looking at. This could
result in less time needed to render judgment if they had indeed
covered all faces for inspection.

A further factor could be in terms of the action-response cycle,
or closed-loop actions, of the user. We could conceive that with
Specimen Box, the user could operate the physical box at the un-
restricted frame rate of reality. In the Grab-and-Twirl condition,
however, all the stimulus is rendered virtually, and with added la-
tency. Although less likely than the previous hypotheses, the com-
bination of a lower-than-reality 60 Hz frame rate with latency in
the order of 50 ms could have caused artifacts that affected time
performance [12, 44].

4.2 Learning Effects
Perhaps the most interesting insight gained from this study is the
ordering effect of interaction technique. When Grab-and-Twirl was
performed first, it was significantly slower than Specimen Box;
however, there were no significant differences between Grab-and-
Twirl and Specimen Box when Specimen Box was performed first.
This indicates that performing the tasks initially with a more natu-
ral technique caused participants to improve their performance with
the less intuitive Grab-and-Twirl. One interpretation for this result
is that participants were able to exercise an optimal strategy from
the beginning with the physical box, whose learning readily trans-
ferred to the virtual box manipulation.

Only in one condition, when looking at the interaction effect
among ordering, difficulty and interaction technique, was Grab-
and-Twirl faster than Specimen Box. That was when Specimen Box
was performed first with the easiest difficulty. Here we are looking
at the very first block of trials performed with Specimen Box, and
at the fourth block of trials, performed with Grab-and-Twirl (be-
cause it was performed second). Again, this provides evidence that
Specimen Box could be learned rather quickly, such that the most
difficult blocks did not suffer from an ordering effect as compared
to Grab-and-Twirl.

4.3 Rotational Minimization of Specimen Box
The Specimen Box technique showed significantly less rotation per
second as compared to Grab-and-Twirl. This seems to show a cer-
tain economy of motion in completing the task. Our main hypothe-
sis is that when faced with physical actions, the brain automatically
optimizes for economy of motion. This is a natural survival strat-
egy, as the brain wants to avoid spending additional energy [2]. We
see similar economy of motions (faster time and more accuracy)
in previous VR research, which compares naturalistic interfaces
(real walking [36]) or similar biomechanical motions (walking in
place [14]). We believe that this exposes an interesting and impor-
tant issue for the design of training systems in VR. It seems that
users may adopt different strategies when physical muscle motions
are involved. Thus, to maximize efficiency of training transfer for
real physical tasks, it would be preferable to favor the use of tangi-
ble interaction devices and to avoid interaction techniques that offer
artificially weightless manipulation.

4.4 Negative Presence Effects of Specimen Box
When comparing the reduced SUS Presence questionnaire between
Specimen Box and Grab-and-Twirl, the results show that presence
was significantly higher when participants were using Grab-and-
Twirl. This was initially not expected, as previous studies have
shown that passive haptics [20] and real world biomechanics (real
walking) [43] increase presence. In the Specimen Box case, how-
ever, since the physical box exists in relation to low-realism visual
renderings (our virtual environment is not photo realistic), it may
have caused a break in plausibility illusion (Psi) [38]. In other



words, when the rendered target cube was shown with the rendered
box and the rendered walls (i.e., everything rendered) it may have
allowed greater suspension of disbelief, increasing the Psi of the
experience. When a real object–the acrylic box–was added to the
scene, it may have had the opposite effect. It may also be that the
issues with the box (discussed is section 4.6), especially its weight,
added a load or distraction to the users that prevented a higher feel-
ing of presence. Ultimately, our study aimed mainly at performance
and usability testing, and thus the virtual environment was not built
with the goal of presence in mind. Future studies could aim to ex-
amine the Specimen Box technique in terms of presence. It would
also be valuable to focus on user subjective reaction to the ob-
ject inside the box, rather than the overall environment/experience,
through feelings of “social” presence to the box.

4.5 Favorability of Specimen Box vs. Grab-and-Twirl
Although participants generally preferred Grab-and-Twirl over
Specimen Box, our proposed technique outperformed the bimanual
virtual manipulation technique in terms of time and rotation rate.
We believe the participants negative subjective ratings were largely
due to the size and weight of the box, which was not very comfort-
able. In the following section, we discuss some potential ways to
overcome current limitations of Specimen Box that could lead to
improved performance, experience and subjective feelings.

4.6 Specimen Box Limitations
4.6.1 Weight of the Box
The most common comment (14 participants), was that the box was
too heavy and became fatiguing. The most direct way to overcome
this limitation is to make the box wall thinner. Scaling the box
down would also reduce its weight. However, scaling down the box
limits the size of the object that can be virtually placed inside it. A
more creative option would be to fill the box with a lighter-than-air
gas, such as helium. We also considered reducing the density of the
air inside the box to approach a vacuum (first proposed by jesuit
priest Francesco Lana de Terzi in 1670, and recently considered for
military use [31]), although this would only reduce the weight of
the box by 1 or 2 g.

4.6.2 Visual Distortions
We noticed in our own observations of the specimen box (also re-
ported by one participant) that minimal distortions are present when
looking through the box. This could be due to issues with our
tracker. We hypothesize that comparing the virtual object to the
physical box could show variations, revealing a sort of misregis-
tration in the mapping between real world positions and tracker-
reported values. The distortions could also be due to the fact that
optical imaging systems such as the human eye are subject to the
effects of refraction when light travels from one medium to another
medium with a different refractive index.

Even though the distortions are minimal and were mentioned by
a single experiment participant, it is possible to correct the refrac-
tive distortions and provide a more seamless user experience. With
knowledge of the refractive index, shape and size of the transparent
structure and of the viewer’s gaze direction and the orientation and
relative position of the box, the images displayed can be pre-warped
to effectively correct the refractive distortions from the perspective
of the viewer. More importantly, applying corrections to refractive
distortions would not be limited to structures composed of parallel
plates, but to any three dimensional transparent structure, solid or
hollow, (such as a cuboid, cylinder, cone, pyramid, torus, etc...).
Three dimensional refraction correction based on work by Zhao et
al. [45] could be implemented to correct for refractive distortions
arising from any of these structural forms. Future work should con-
sider applying such corrections, especially for physical objects that
have convex or concave shapes. In a future manifestation of the

transparent Specimen Box, we anticipate the use of thinner walled
acrylic material which will reduce some of observed optical distor-
tions.

4.6.3 Reflections on the Box Walls
In addition to positional visual distortions, we also noticed that the
images rendered to appear inside the box would sometimes show as
reflections on different inside surfaces of the box. In looking at the
free form comments, three users mentioned this artifact. We have
considered the idea of anti-reflection coatings for the plastic walls.
The limitation of this approach is that the anti-reflection coatings
are designed for a particular angle of incidence and for a partic-
ular wavelength. They can be broadened to cover the full visible
spectrum, and the performance can be flattened somewhat over a
range of angles, but it is limited. The typical reflection is about
4%. With anti-reflection coatings, this can be reduced to < 1%, but
as a drawback, the reflection at high angles of incidence will take
on a colored appearance. Although the cost of producing a clear
box with anti-reflective coating would be higher, future work could
explore the benefits of such an improvement.

4.6.4 Tethering of the Tracker
The tethering of the box tracker was also seen as an encumbrance
for 3 participants of the study. The tracking sensor was mounted to
the box, and a cable came down to a power pack on the participant’s
belt. Our other option was to mount the power pack to the box. This
would make it untethered, but would increase the area of occlusion
and weight of the box. In principle we prefer no devices on the
box to minimize occlusions. We see this limitation as a feature of
current technology and as tracking sensors become miniaturized,
the issue would be eliminated or significantly reduced.

4.6.5 Occlusion From User’s Hands
One potential limitation of the Specimen Box technique is that the
user’s hands could potentially occlude the content meant to be dis-
played inside the box. This would happen if the user was holding
the box, and instead of gripping the box on either side, gripped the
box on what would be far side of the box. Another, perhaps me-
chanically more realistic gripping motion would be to support the
box from underneath. However, in our study no users mentioned
this occluding issue. We hypothesize that users accept the fact that
occlusion exists and suspend enough disbelief to see it as a feature
of the technology, not of the experience. We also note that this same
issue occurs in CAVE-type systems in general–if one imagines out-
stretching one’s arm, content that was meant to appear between the
user’s head and the user’s blocking arm will be occluded.

4.7 Extensions to the Paradigm
4.7.1 Multiple Boxes
To improve ecological realism, a range of boxes could be made to
match the weight of the box to the assumed weight of the virtual
object inside it. This could be useful for an ecologically valid skills
training session, where the user has to manipulate different objects
with varying weights. Multiple boxes with varying weights would
be available to the user, and the appropriate box would be selected
to match the weight of the virtual object. The ability to design the
weight of box to mimic the object seems one of the most alluring
potentialities for the interaction paradigm introduced by Specimen
Box.

4.7.2 Possibilities of a Spherical Specimen Container
One idea we have entertained is to make the container a sphere,
or some other shape. A sphere could be used in complementary
situations to the box. However, to make a optically high quality
sphere is much more difficult than making a box. Considering stan-
dard subtractive manufacturing techniques, compared to a box, a



sphere requires a larger volume of material for manufacturing. It
would also require more machining time and polishing time, caus-
ing it to be significantly more expensive than the box. If made,
the refractive distortions would be significant. The distortions of a
hollow transparent sphere–essentially a hollow ball lens–could be
corrected. Optically, this would behave very similarly to a pair of
meniscus lenses in series, which would add defocus, spherical aber-
ration and significant barrel distortion. The latter of which, being
the most significant distortion, could be corrected by simply warp-
ing the displayed images to remap the distorted field points prop-
erly. These distortions would be very noticeable if uncorrected,
even if the wall thickness were very thin.

4.8 Application of Specimen Box

The Specimen Box in its current form and with extensions proposed
in this paper has great potential for a myriad of application areas.
Our results pointed in the direction that the use of a physical box
in virtual object manipulation benefits not only time and movement
efficiency, but it also may directly impact training transfer, as it
affords more natural biomechanical symmetry [29] of a VR-trained
task and its real-world counterpart. We believe that using Specimen
Box for assembly and manufacturing training is perhaps the most
direct use of its potential. While we don’t believe that Specimen
Box can replace in-situ training, we strongly believe that it has the
potential to provide training that is more physically consistent with
the real-world task.

Another potential application area for Specimen Box is in learn-
ing and exploration. We can conceive smaller scale versions of
Specimen Box as dynamic museum exhibits, where visitors can
pick up a box, contained in front of a small world-fixed display,
and explore many different virtual artifacts. The ability to manipu-
late the box and see the object inside it from different perspectives
poses a great potential benefit to the learning experience.

5 CONCLUSION AND FUTURE WORK

We have presented Specimen Box, a tangible interaction technique
for object manipulation in world-fixed VR displays. Specimen Box
opens up exciting future possibilities for bringing a tangible inter-
face into reach for those utilizing world-fixed display systems. We
have shown in our initial user study that, for our specific task, the
Specimen Box technique allowed user’s to have faster performance
in a cognitively loaded task compared to an existing bi-manual
technique (Grab-and-Twirl). Results from subjective feedback in-
formed us of several changes that need to be made to the current
design, especially making the box lighter (perhaps by making the
walls of the box thinner). We believe that with additional work on
the physical box form factor, the Specimen Box technique could
gain greater favorability ratings.

We propose to compare our world-fixed technique to user-fixed
displays using a passive haptics box. We hypothesize there may be
benefits from interacting with passive haptics devices in a world-
fixed display, as recent research showed that, in cognitively loaded
tasks, seeing one’s hands (even if just as an avatar) may have pos-
itive effects [40]. We would like to explore whether seeing one’s
real hands, as possible in a CAVE-type system, is different from an
avatar representation of the hands, which are often slightly misreg-
istered spatially in an HMD system.

In the future, a systematic exploration of the various form fac-
tors of the box should be conducted. Endeavoring to discover what
works best in terms of box shape and box size would help those
wishing to better utilize the Specimen Box technique, and also po-
tentially give insight at what was driving the advantages seen in the
technique.

While the goal of this work was the description and initial eval-
uation of a new technique, it should ideally be considered against

the broad array of interaction techniques available to users of world-
fixed VR displays. Specifically the Specimen Box technique should
be compared to the simple virtual hand interaction technique[3].

Finally, this technique needs to be explored on a task with more
ecological validity. Instead of the abstract counting faces task, in-
spection of a real artifact, looking for cracks or flaws, could be an
interesting use of Specimen Box. Another use that we did not ex-
plore yet, but believe has strong potential is to use Specimen Box
for manipulation of virtual objects beyond rotation. For example,
the box could be used to pickup, translate and drop objects in the
virtual environment.
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