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Although many philosophers argue that making and revising moral decisions ought to be a matter of deliberating over reasons, the extent to which the consideration of reasons informs people’s moral decisions and prompts them to change their decisions remains unclear. Here, after making an initial decision in 2-option moral dilemmas, participants examined reasons for only the option initially chosen (affirming reasons), reasons for only the option not initially chosen (opposing reasons), or reasons for both options. Although participants were more likely to change their initial decisions when presented with only opposing reasons compared with only affirming reasons, these effect sizes were consistently small. After evaluating reasons, participants were significantly more likely not to change their initial decisions than to change them, regardless of the set of reasons they considered. The initial decision accounted for most of the variance in predicting the final decision, whereas the reasons evaluated accounted for a relatively small proportion of the variance in predicting the final decision. This resistance to changing moral decisions is at least partly attributable to a biased, motivated evaluation of the available reasons: participants rated the reasons supporting their initial decisions more favorably than the reasons opposing their initial decisions, regardless of the reported strategy used to make the initial decision. Overall, our results suggest that the consideration of reasons rarely induces people to change their initial decisions in moral dilemmas.
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When faced with a moral decision, there are often many, diverse reasons for and against the possible choices. Many philosophers argue that making and revising moral decisions ought to be a matter of deliberating over reasons, because reasons serve to favor or to justify choices for action (Broome, 2013; Crisp, 2005; Liberman & Schroeder, 2016; Parfit, 2011; Philips, 1987; Ross, 1930; Scanlon, 1998; Snedegar, 2017). In this study, we address several descriptive questions about the role of reasons in making and revising moral decisions. Specifically, we investigate the extent to which reasons inform moral decisions, the extent to which people revise their initial decisions after considering reasons, and the extent to which people engage in a biased, motivated evaluation of reasons to support their initial decisions.

Despite the common prescriptive claim that we ought to use reasons to make and revise moral decisions, accumulating empirical evidence suggests that conscious deliberation and reasoning cognitive psychology and neuroscience can inform the judgments people make about memories of immoral actions as well as judgments of blame and responsibility. We believe the results in this article showing how ordinary people approach moral decisions is a useful contribution to both literatures. Moving forward, we find the general resistance to changing decisions in the face of reasons a fascinating phenomenon that deserves more attention, one worth studying in a world where evidence and information change rapidly.
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rarely contribute to the initial moral judgments and decisions that people make in private. Following Hume (1777/1965) and Zajonc (1980), Haidt (2001, 2007) argued that moral judgments and decisions are predominantly driven by automatic, immediate responses that are effortless, reactive, affective and produced by unconscious processes. Consistent with this theory, people typically have immediate implicit reactions to scenes or stories of moral violations (Luo et al., 2006). Immediate affective reactions are usually good predictors of moral judgments and behaviors (Haidt & Hersh, 2001; Sanfey, Rilling, Aronson, Anosov, & Cohen, 2003), and affective manipulations can influence moral judgments (Ugazio, Lamm, & Singer, 2012; Valdesolo & De-Steno, 2006; Wheatley & Haidt, 2005). Notably, research on moral dumbfounding suggests that people insist that seemingly harmless taboo violations are morally wrong in the face of conflicting reasons—even when they cannot explain why the behavior is morally wrong (Haidt, Bjorklund, & Murphy, 2000; Haidt, 2001; although, see Royzman, Kim, & Leeman, 2015). Haidt (2001, 2007) has argued that affective, reactive moral judgments and decisions typically come first, and if people engage in reasoning at all, such reasoning is post hoc and typically motivated by a search for and a preferential weighting of evidence supporting initial, affective reactions (Ditto, Pizarro, & Tennenbaum, 2009; Haidt, 2007, 2012; Haidt, Koller, & Dias, 1993).

Nevertheless, reasons, reasoning, and deliberation likely contribute to making and to revising moral judgments and decisions under certain circumstances (Bloom, 2010; Haidt, 2012; Horne, Powell, & Hummel, 2015; Maki & Raimi, 2017; Paxton & Greene, 2010; Paxton, Unger, & Greene, 2012; Wiech et al., 2013). However, there is relatively little empirical evidence informing the extent to which the consideration of different reasons leads people to change their moral judgments and decisions. There is evidence from other domains of research (e.g., behavioral economics) that attitudes, preferences, and decisions are often made or modified by the consideration and weighing of different reasons (Barber, Heath, & Odean, 2003; Dietrich & List, 2016; Petty & Cacioppo, 1986; Shafir, Simonson, & Tversky, 1993; Simonson, 1989; Vlaev, Chater, Lewis, & Davies, 2009; Wilson et al., 1989). When faced with the need to make or revise a decision, people often seek out reasons and evaluate the quality of reasons to resolve conflict and justify their choices (Shafir et al., 1993). In the moral domain, people may similarly use available reasons to revise their decisions.

Using a novel experimental paradigm, we investigate three descriptive questions about the role of reasons in revising moral decisions. First, how might considering different sets of reasons affect the likelihood people change their decisions? Specifically, are there differences in the likelihood that people change their initial decisions in two-choice moral dilemmas after considering reasons for only the option initially chosen (affirming reasons), reasons for only the option not initially chosen (opposing reasons), or the complete set of reasons for both options? Regardless of whether initial moral judgments and decisions are typically the product of immediate, affective reactions, reasons and reasoning may still play a prominent role in revising moral decisions (Bloom, 2010; Bucciarelli & Daniele, 2015; Bucciarelli, Khami, & Johnson-Laird, 2008; Pinillos, Smith, Nair, Marchetto, & Mun, 2011). Even antirationalists (e.g., Haidt, 2001; Greene, 2007; Greene & Haidt, 2002) have suggested that there are several possible ways to override or alter decisions, all of which involve reasons and reasoning. Furthermore, Pizarro and Bloom (2003), citing historical evidence, suggested that when confronted with information contrary to their moral beliefs, people often do make different decisions after deliberation. If people are, in fact, willing to override their initial decisions after considering conflicting or opposing reasons, then people would be significantly more likely to alter their initial decisions when only presented with reasons supporting the option not initially chosen versus reasons supporting the option initially chosen.

Second, what will be a better predictor of the final decision: (a) the initial decision made before evaluating reasons or (b) the particular set of reasons evaluated (i.e., affirming reasons, opposing reasons, or reasons for both options)? If people are willing to use reasons to arrive at decisions and change their initial decisions when new, relevant reasons are presented, then the particular reasons presented should have some utility in predicting the final decision above and beyond the initial decision. However, if people are resistant to changing their decisions in the face of reasons, then the initial decision should be a better predictor of the final decision than the particular reasons considered. That is, people should typically make the same decision before and after evaluating reasons.

Third, do people engage in a biased, motivated evaluation of available reasons to support their initial, affective reactions? If people rarely change their initial decisions after considering different reasons, then this resistance to changing their decisions could be explained by motivated evaluation of the reasons presented. After making an initial decision, people may evaluate reasons in support of that decision relatively favorably or evaluate reasons opposing that decision relatively unfavorably. Then, after concluding that the reasons supporting the initial decision are relatively good reasons or that the reasons opposing the initial decision are relatively poor reasons through this biased evaluation process, people would be more likely to make the exact same decision. Such a finding would suggest that people evaluate reasons in a biased, motivated way to support their initial, affective decisions in the moral domain.

Two sets of experiments follow to investigate the questions above. Studies 1a, 1b, and 1c examine the influence of reasons in moral decision-making using variants of classic moral dilemmas. Studies 2a, 2b, and 2c utilize more commonplace, everyday dilemmas to investigate the role of reasons in moral decision-making.

**Study 1a**

The purpose of Study 1a is to norm and validate a set of classic two-option moral dilemmas and accompanying reasons for making each possible decision.

**Method**

**Participants.** 256 individuals voluntarily participated in this study via Amazon’s Mechanical Turk (AMT) for monetary compensation. For reliability of AMT data for experimental studies, see Rand (2012). Participant recruitment was restricted to individuals in the United States with a prior approval rating above 80%. Thirteen participants failed to follow instructions; thus, data were
analyzed with the remaining 243 individuals ($M_{age} = 33.16, SD = 9.21$, range$_{age} = [19–65]$, 100 females). Racial/ethnic groups included 80.0% White non-Hispanic, 10.7% Black non-Hispanic, 6.6% Hispanic, 2.5% Asian non-Hispanic, 4% Native American, and 2.5% Other. Overall, participants in the sample were well-educated (4% did not complete high school, 16.9% only completed high school, 39.5% completed some college/associate degree, 38.3% completed a bachelor’s degree, 4.5% completed a master’s degree, and 4% completed a PhD). This study was approved by the Duke University Campus Institutional Review Board.

Materials. Three moral dilemmas were used. Each dilemma was adapted from published research (Greene, Morelli, Lowenberg, Nystrom, & Cohen, 2008) and altered to facilitate conflict between reasons for competing possible choices. In each dilemma, there were only two possible decisions that participants could make. A separate group of 20 participants recruited from AMT participated in a norming session. These 20 participants were excluded from subsequent studies. The three moral scenarios were presented separately to each participant in a randomized order. Participants were asked to provide their best four reasons for choosing each option in each moral scenario presented herein. Our goal was to generate reasons that were compelling and representative of the reasons that the typical person might consider when contemplating moral dilemmas. We compiled the six most commonly reported reasons for choosing each option, modified for clarity and brevity. These reasons were diverse: whereas some captured distinct moral principles or obligations (e.g., “I would be saving a greater number of lives”), others appealed to anticipated emotional reactions (e.g., “I would have to live with the guilt for the rest of my life”) or to the possibility of self-preservation (e.g., “Choosing this option is the only way that I would survive”). See Appendix A for the moral scenarios and reasons used in Study 1a-c.

Procedure. The experimental procedure is depicted in Figure 1a. Participants first read a randomly selected moral dilemma and imagined themselves in the scenario. They then made judgments about six reasons for choosing each of the two possible options, thus rating a total of 12 reasons. Specifically, participants were asked to evaluate the quality of each reason for choosing that particular option in the scenario on a scale from −10 (worst possible reason) to 10 (best possible reason). All reasons were presented on the same screen, but reasons for each possible choice were grouped together. After making all ratings for a given dilemma, participants were asked to indicate which option they would choose in the scenario. Finally, participants were asked if they considered any additional reasons not presented in the study when making their decision. This same procedure was then repeated for a second randomly selected moral dilemma and then for the third and final moral dilemma. The entire study was self-paced. The order of the moral dilemmas presented as well as the order of the reasons for each option were randomized without replacement.

Results and Discussion

In sum, 42.39% of participants indicated that they would choose to smother the baby in the crying baby dilemma, 40.33% of participants indicated that they would choose to pull the chair out from underneath the son in the concentration camp dilemma, and 20.58% of participants indicated that they would choose to transplant the organs in the organ transplant dilemma. Furthermore, only 7.41%, 7.00%, and 7.82% of participants reported having considered an additional reason or additional reasons beyond those provided in the crying baby, concentration camp, and organ transplant dilemmas, respectively. This finding suggests that our normed set of reasons for choosing each option in the moral dilemmas is relatively exhaustive. Supplementary Figure 1 depicts distributions of ratings for each reason in each moral dilemma across participants.

Study 1b

In Study 1b, we consider the influence of reasons on changing decisions in moral dilemmas. After participants make an initial choice in a moral dilemma, they were presented with reasons congruent with their initial choice (affirming reasons), reasons
supporting the opposing option (opposing reasons), or the full set of reasons (reasons for both options). We investigate whether participants are more likely to change their decisions after considering opposing reasons or affirming reasons. We also investigate whether the initial decision is a better predictor of the final decision than the particular set of reasons presented. Furthermore, we investigate whether people engage in a biased, motivated evaluation of reasons to support their initial, affective reactions.

Method

Participants. Two thousand, two hundred sixty individuals voluntarily participated in this study via AMT for monetary compensation. Participant recruitment was restricted to individuals in the United States with a prior approval rating above 80%. Forty-five participants failed to follow instructions, so data were analyzed with the remaining 2,215 individuals ($M_{\text{age}} = 35.11, SD = 11.31, \text{range}_{\text{age}} = [18–84], 976 females). This study was approved by the Duke University Campus Institutional Review Board.

Materials and procedure. The set of moral dilemmas and reasons from Study 1a was used in Study 1b (see Appendix A for details). The procedure is depicted in Figure 1b. The entire study was self-paced. Participants were instructed to carefully read a randomly selected moral dilemma. Participants were randomly assigned to exactly one of the three moral dilemmas. After reading the dilemma, participants were instructed to make an initial decision indicating which option they would choose in the dilemma and to indicate how they made the decision. Participants were instructed to indicate whether they based their decision on (a) an immediate reaction or feeling in the crying baby, (b) at least one reason, or (c) some other method. If a participant selected option (b), he or she indicated what reason or reasons brought about the decision. If a participant selected option (c), he or she indicated how the decision was made.

Then, participants were randomly assigned to exactly one of three between-subjects conditions: only affirming reasons were considered, only opposing reasons were considered, or all reasons for both options were considered. The order in which the reasons were presented was randomized. Participants were asked to rate how compelling each reason was for choosing that particular option in the dilemma on a scale from $-10$ (worst possible reason) to 10 (best possible reason). After providing ratings for reasons in a dilemma, participants were asked to indicate which option they would choose. Then, participants rated how confident they were in the final decision ($-5 = \text{not at all confident}, 5 = \text{very confident}$). Finally, participants were asked if they considered any additional reasons not presented in the study. If participants considered other reasons, they were instructed to describe those additional reasons. Upon completion, participants were monetarily compensated for their time.

Results

Table 1 shows the percentage of participants indicating they would make each possible decision in each dilemma as a function of the set of reasons presented and when the decision was made (the initial decision before seeing reasons or the final decision after seeing reasons). Furthermore, 53.10%, 51.28%, and 57.83% of participants reported having made their initial decisions based upon at least one reason in the crying baby, concentration camp, and organ transplant dilemmas, respectively; 45.38%, 46.97%, and 40.43% of participants reported having made their initial decisions based upon an immediate reaction or feeling in the crying baby, concentration camp, and organ transplant dilemmas, respectively. The remaining participants indicated that they made their decisions in some other way.

The effect of reasons on changing moral decisions. First, we investigated whether participants were more likely to change their initial decisions after considering affirming reasons, opposing reasons, or reasons for both options. Collapsing across all three dilemmas, there was a small but statistically significant relationship between whether or not participants changed their decisions and the particular reasons evaluated (Fisher’s exact test: $p < .001$, two-sided; Goodman and Kruskal $\tau = .026$, $p < .001$). Evaluating the dilemmas separately, there were small but statistically significant relationships between whether or not participants changed their decisions and the particular reasons evaluated in the crying baby (Fisher’s exact test: $p < .001$, two-sided; Goodman and Kruskal $\tau = .028$, $p < .001$), concentration camp (Fisher’s exact test: $p < .001$, two-sided; Goodman and Kruskal $\tau = .032$, $p < .001$), and organ transplant (Fisher’s exact test: $p < .001$, two-sided; Goodman and Kruskal $\tau = .028$, $p < .001$).

| Table 1 | Percentages of Participants Making Each Possible Decision |
|-----------------|-----------------|-----------------|-----------------|
| Decision | All reasons | Affirming reasons | Opposing reasons |
| Crying baby (smother baby) | 40% ($n = 246$) | 47% ($n = 236$) | 38% ($n = 243$) |
| Concentration camp (pull chair) | 36% ($n = 248$) | 40% ($n = 252$) | 36% ($n = 243$) |
| Organ transplant (transplant organs) | 13% ($n = 246$) | 18% ($n = 250$) | 16% ($n = 251$) |
| Concentration camp (pull chair) | 36% ($n = 248$) | 41% ($n = 252$) | 36% ($n = 243$) |
| Organ transplant (transplant organs) | 11% ($n = 246$) | 16% ($n = 250$) | 12% ($n = 251$) |

Note. Percentages of participants who indicated they would choose the option specified in parentheses in each dilemma as a function of condition (affirming reasons, opposing reasons, or reasons for both options) and when the decision was made (the initial decision before seeing reasons or the final decision after seeing reasons) are depicted. Specifically, we report the percentage of participants who indicated that they would choose to smother the crying baby, pull the chair out from underneath the son, and transplant the organs. The total number of participants in each condition is also reported.
.001), and organ transplant (Fisher’s exact test: \( p = .002 \), two-sided; Goodman and Kruskal \( \tau = .18 \), \( p = .001 \)) dilemmas. Figure 2 depicts the percentages of participants who changed their decisions in each dilemma as a function of the reasons considered. Relatively few participants changed their initial decisions regardless of which reasons were considered.

Employing ransacking (Goodman, 1969), we found that participants who considered only opposing reasons compared with only affirming reasons were more likely to change their initial decisions in the crying baby (Fisher’s exact test: \( p < .001 \), two-sided; Goodman and Kruskal \( \tau = .039 \), \( p < .001 \)), concentration camp (Fisher’s exact test: \( p < .001 \), two-sided; Goodman and Kruskal \( \tau = .048 \), \( p < .001 \)), and organ transplant (Fisher’s exact test: \( p = .001 \), two-sided; Goodman and Kruskal \( \tau = .022 \), \( p = .001 \)) dilemmas. Similarly, participants who considered only opposing reasons compared with reasons for both options were more likely to change their initial decisions in the crying baby (Fisher’s exact test: \( p = .014 \), two-sided; Goodman and Kruskal \( \tau = .013 \), \( p = .014 \)), concentration camp (Fisher’s exact test: \( p = .027 \), two-sided; Goodman and Kruskal \( \tau = .011 \), \( p = .027 \)), and organ transplant (Fisher’s exact test: \( p = .031 \), two-sided; Goodman and Kruskal \( \tau = .010 \), \( p = .031 \)) dilemmas. Participants who considered reasons for both options were more likely to change their initial decisions than participants who considered only opposing reasons in the crying baby dilemma (Fisher’s exact test: \( p = .046 \), two-sided; Goodman and Kruskal \( \tau = .009 \), \( p = .046 \)) and the concentration camp dilemma (Fisher’s exact test: \( p = .004 \), two-sided; Goodman and Kruskal \( \tau = .017 \), \( p = .004 \)) but not the organ transplant dilemma (\( p > .25 \)). All results are reported prior to correction for multiple comparisons. Across all three dilemmas, while participants were significantly more likely to change their decisions when only presented with opposing reasons compared with being presented with affirming reasons or reasons for both options, all effect sizes were small. Within each condition and dilemma, no more than 12% of participants changed their initial decisions after considering reasons (Figure 2).

Next, we sought to determine the extent to which the initial decision predicts the final decision made after evaluating different reasons. To this end, three separate logistic regression models were computed, one for each moral dilemma. In each model, the dependent variable is the final decision made in the moral dilemma after considering reasons, and the two independent variables are (1) the option initially chosen in the dilemma before examining reasons and (2) the reasons considered (i.e., condition: affirming reasons, opposing reasons, or reasons for both options). Even after accounting for the particular reasons evaluated, the initial decision was a strong and significant predictor of the final decision in the crying baby (\( b = 5.53 \), \( SE = .33 \), \( e^b = 251.57 \), \( Z = 16.77 \), \( p < .001 \), 95% CI = [4.91, 6.21]), concentration camp (\( b = 5.34 \), \( SE = .33 \), \( e^b = 207.91 \), \( Z = 17.55 \), \( p < .001 \), 95% CI = [4.77, 5.96]), and organ transplant (\( b = 5.95 \), \( SE = .48 \), \( e^b = 382.56 \), \( Z = 12.49 \), \( p < .001 \), 95% CI = [5.09, 6.98]) dilemmas. Participants typically chose the same option before and after evaluating reasons, regardless of which reasons were evaluated. Unsurprisingly, in separate follow-up models including only the subset of participants who considered only opposing reasons, the initial decision was still a strong predictor of the final decision in all dilemmas (all \( p < .001 \)), indicating that participants rarely changed their decisions from the initial choice to the final choice even in the face of opposing reasons (Figure 2).

We next sought to compare pseudo-\( R^2 \) values between models that included versus did not include condition (i.e., affirming reasons, opposing reasons, or reasons for both options) to determine how much variance each condition explains above and beyond the initial decision. After running three additional logistic regression models excluding condition as an independent variable, the amount of variance explained in the models for each dilemma changed minimally compared with the full models with all predictors. The models that only included the initial decision accounted for most of the variance in the final decision made. Table 2 reports pseudo-\( R^2 \) values for each model.

**Motivated evaluation of reasons.** Having found that participants rarely changed their decisions regardless of the reasons considered, we investigated whether this resistance to changing decisions is at least partly attributable to a biased, motivated evaluation of reasons. We first investigated whether participants engaged in this kind of biased, motivated evaluation when considering reasons for both options in the dilemmas. Specifically, after making an initial decision and then evaluating reasons for both options, we investigated whether participants evaluated reasons supporting that decision more favorably than reasons supporting the other possible decision in the dilemma. To this end, we computed separate two-way ANOVAs for each dilemma. For each ANOVA, the initial decision (binary factor) and the reported strategy used to make the initial decision (binary factor: at least one reason vs. an immediate, affective reaction) were modeled as independent variables. The dependent variable for each ANOVA was computed by first averaging the rated quality of reasons for each possible decision separately and then taking the difference in average ratings for one option relative to the other option.

Our results indicate that participants do evaluate the reasons supporting their initial decisions more favorably than the reasons supporting the foregone option in each moral dilemma, regardless of whether the initial decision was reportedly the product of at least one reason or an immediate, affective reaction. Table 3 displays results from each two-way ANOVA. In each model, there was a large and significant main effect of initial decision, but no effect of initial strategy and no interaction between initial decision and initial strategy. Specifically, the main effects of initial decision...
indicated that individuals rate reasons supporting their initial decisions more favorably than those supporting the foregone option for the crying baby (Mean difference = 7.01, SE = .67, p < .001, 95% CI = [5.68, 8.33]; Figure 3a), concentration camp (Mean difference = 3.79, SE = .52, p < .001, 95% CI = [2.78, 4.81]; Figure 3b), and organ transplant (Mean difference = 6.92, SE = .96, p < .001, 95% CI = [5.02, 8.81]; Figure 3c) dilemmas. There were no significant interactions in any of the models.

Second, we investigated whether participants engaged in a biased, motivated reasoning when examining only affirming reasons versus only opposing reasons. Specifically, we investigated whether individuals who evaluated only opposing reasons rated those reasons less favorably, on average, than individuals who evaluated only affirming reasons, regardless of the reported strategy used to make the initial decision. To this end, separate two-way ANOVAs were computed for each dilemma. For each ANOVA, the condition (binary factor: only opposing reasons evaluated or only affirming reasons evaluated) and the reported strategy used to make the initial decision (binary factor: at least one reason vs. an immediate, affective reaction) were modeled as independent variables. The dependent variable was the average rated quality of the reasons evaluated. Table 4 displays results from each two-way ANOVA. In each model, there was a large and significant main effect of condition. Specifically, the main effects of condition indicated that individuals rated affirming reasons more favorably than opposing reasons for the crying baby (Mean difference = 4.46, SE = .39, p < .001, 95% CI = [3.70, 5.23]; Figure 3d), concentration camp (Mean difference = 1.51, SE = .30, p < .001, 95% CI = [1.24, 1.78]; Figure 3e), and organ transplant (Mean difference = 5.69, SE = .36, p < .001, 95% CI = [4.98, 6.39]; Figure 3f) dilemmas. The significant main effect of condition in the organ transplant dilemma was qualified by a small but significant interaction between condition and initial strategy (Table 4), but subsequent tests of simple main effects showed that individuals evaluate affirming reasons more favorably than opposing reasons regardless of the reported strategy used to make the initial decision (both ps < .001; Figure 3f).

Discussion

Across all three dilemmas, our results suggest that people are more likely to change their initial decisions when presented with only opposing reasons compared with only affirming reasons. Nevertheless, the strength of the associations for these significant results suggest that knowing which set of reasons were considered by participants only reduces prediction error rate by less than 5%. Additional analyses revealed that participants were significantly more likely not to change their initial decisions than to change those decisions after evaluating reasons, regardless of the set of reasons considered. The initial decision before seeing reasons accounted for the vast majority of the variance in predicting the final decision, whereas the particular set of reasons considered only minimally increased goodness of fit (i.e., pseudo-$R^2$ values) when added to the model. These results suggest that participants’ initial decisions before seeing reasons are much better predictors of the final decisions than the set of reasons considered. Participants very rarely changed their initial decisions.

Additionally, across all three moral dilemmas, after making an initial decision and then evaluating reasons for both options, participants evaluated reasons supporting the initial decision more favorably than reasons supporting the other possible option. Similarly, individuals who evaluated only opposing reasons rated those reasons less favorably, on average, than individuals who evaluated only affirming reasons. These findings held regardless of whether participants reported making their initial decisions based on at least one reason or an immediate, affective reaction. Thus, individuals do seem to evaluate reasons in a motivated way to support their previous decisions. This behavior is likely one important factor explaining why individuals rarely change their moral decisions in the face of reasons.

Study 1c

Building upon the results from Study 1b, we further considered the influence of reasons on changing moral decisions in Study 1c. As in Study 1b, we investigate whether participants are more likely to change their initial decisions after considering opposing reasons or affirming reasons, whether the initial decision is a better predictor of the final decision than the particular set of reasons presented, and whether participants engage in a biased, motivated evaluation of reasons to support their initial, affective reactions.

Critically, Study 1c extends Study 1b in three key ways. First, it is possible that changing one’s mind requires time (Horne et al.,...
Given that participants made their final decisions immediately after evaluating reasons in Study 1b, there may not have been enough time for the reasons to induce decision change in a larger proportion of participants. To test this hypothesis, Study 1c implements a one-day delay between evaluating reasons and making the final decision. Second, although participants were relatively resistant to changing their decisions in Study 1b, there might be subtler changes in decision confidence that cannot be captured through assessment with a binary choice. Decision confidence may decrease after seeing opposing reasons relative to affirming reasons. To account for this possibility, Study 1c assesses potential changes in decision confidence after evaluating different reasons. Third, if the reasons evaluated are rarely novel to participants, then it is unlikely that they would bring about decision change. In other words, if the reasons presented had already been considered by participants when they made their initial decisions, then it is unlikely that considering the same reasons again would change their minds. Thus, Study 1c accounts for the number of reasons that participants considered novel in each condition.

**Method**

**Participants.** One thousand, four hundred fifty-four individuals voluntarily completed both sessions of this study on AMT for monetary compensation; 79% of participants who completed Session 1 returned and completed Session 2 the following day. Participant recruitment was restricted to individuals in the United States with a prior approval rating above 80%. Fourteen participants failed to follow instructions, so data were analyzed with the remaining 1,440 individuals ($M_{age} = 35.41, SD = 11.19, range_{age} = [18–76], 672 females). This study was approved by the Duke University Campus Institutional Review Board.

---

**Table 4**

<table>
<thead>
<tr>
<th>Dilemma</th>
<th>df</th>
<th>$F$</th>
<th>$p$</th>
<th>Partial $\eta^2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Crying baby</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Condition</td>
<td>1</td>
<td>132.49</td>
<td>&lt;.001</td>
<td>.221</td>
</tr>
<tr>
<td>Initial strategy</td>
<td>1</td>
<td>.00</td>
<td>.961</td>
<td>.000</td>
</tr>
<tr>
<td>Condition $\times$ Initial strategy</td>
<td>1</td>
<td>.24</td>
<td>.623</td>
<td>.001</td>
</tr>
<tr>
<td>Concentration camp</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Condition</td>
<td>1</td>
<td>25.11</td>
<td>&lt;.001</td>
<td>.049</td>
</tr>
<tr>
<td>Initial strategy</td>
<td>1</td>
<td>1.98</td>
<td>.160</td>
<td>.004</td>
</tr>
<tr>
<td>Condition $\times$ Initial strategy</td>
<td>1</td>
<td>.52</td>
<td>.472</td>
<td>.001</td>
</tr>
<tr>
<td>Organ transplant</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Condition</td>
<td>1</td>
<td>249.06</td>
<td>&lt;.001</td>
<td>.338</td>
</tr>
<tr>
<td>Initial strategy</td>
<td>1</td>
<td>1.48</td>
<td>.224</td>
<td>.003</td>
</tr>
<tr>
<td>Condition $\times$ Initial strategy</td>
<td>1</td>
<td>4.02</td>
<td>.045</td>
<td>.008</td>
</tr>
</tbody>
</table>

**Note.** Full results from the three separate ANOVAs are depicted. For each dilemma, a two-way ANOVA was computed including condition (binary factor: affirming reasons or opposing reasons) and the strategy used to make the initial decision as independent variables. The dependent variable was the average rated quality of the reasons evaluated.
Materials and procedure. Only the crying baby and concentration camp dilemmas were used in Study 1c (see Appendix A for details). The entire study was self-paced. In the first part of the study, participants were instructed to carefully read one moral dilemma. Participants were randomly assigned to one of the two moral dilemmas. After reading the dilemma, participants were instructed to make an initial decision regarding which option they would choose in the dilemma and to indicate how confident they were in that decision (−10 = not at all confident, 10 = very confident). Then, participants were instructed to indicate whether they based their decision on (a) an immediate reaction or feeling after reading the dilemma such that no reasons affected the decision, (b) at least one reason, or (c) some other method. If a participant selected option (b), he or she indicated what reason or reasons brought about the decision. If a participant selected option (c), he or she indicated how the decision was made.

Then, participants were randomly assigned to exactly one of three between-subjects conditions: only affirming reasons were considered, only opposing reasons were considered, or all reasons for both options were considered. The order in which the reasons were presented was randomized. Participants were asked to rate how compelling each reason was for choosing that particular option in the dilemma on a scale from −10 (worst possible reason) to 10 (best possible reason), and they indicated which reasons were novel (i.e., they identified which reasons they had never considered before seeing them in this study).

Participants returned for the second part of the study one day later, during which they were presented with the same dilemma that they had read the day before. After rereading the dilemma, participants were asked to make a final decision regarding which option they would choose. Then, participants rated how confident they were in the final decision (−10 = not at all confident, 10 = very confident). Participants saw no reasons on the second day. Upon completion, participants were monetarily compensated for their time.

Results

Table 5 shows the percentage of participants indicating they would make each possible decision in each dilemma as a function of the set of reasons presented and when the decision was made (the initial decision before seeing reasons or the final decision one day later after having seen reasons). Furthermore, 52.25% and 48.71% of participants reported having made their initial decisions based upon at least one reason in the crying baby and concentration camp dilemmas, respectively; 46.98% and 50.53% of participants reported having made their initial decisions based upon an immediate reaction or feeling in the crying baby and concentration camp dilemmas, respectively. The remaining participants indicated that they made their decisions in some other way.

Descriptive statistics indicate that participants had typically not considered several of the reasons prior to seeing them in the study. Specifically, in the crying baby dilemma, participants indicated that, on average, 2.42 (SD = 1.14) of 6 affirming reasons, 2.21 (SD = 1.18) out of 6 opposing reasons, and 4.09 (SD = 2.45) of 12 reasons for both options were novel. Similarly, in the concentration camp dilemma, participants indicated that, on average, 2.70 (SD = 1.23) of 6 affirming reasons, 2.82 (SD = 1.46) of 6 opposing reasons, and 4.88 (SD = 2.82) of 12 reasons for both options were novel.

The effect of reasons on changing moral decisions. First, we investigated whether participants were more likely to change their initial decisions after considering affirming reasons, opposing reasons, or reasons for both options. Collapsing across both dilemmas, there was a small but statistically significant relationship between whether or not participants changed their decisions and the particular reasons evaluated (Fisher’s exact test: p < .001, two-sided; Goodman and Kruskal τ = .017, p < .001). Evaluating the dilemmas separately, there were small but statistically significant relationships between whether or not participants changed their decisions and the particular reasons evaluated in the crying baby dilemma (Fisher’s exact test: p < .001, two-sided; Goodman and Kruskal τ = .026, p < .001) and the concentration camp dilemma (Fisher’s exact test: p = .042, two-sided; Goodman and Kruskal τ = .010, p = .041). Figure 4 depicts the percentages of participants who changed their decisions in each dilemma as a function of the reasons considered. Relatively few participants changed their initial decisions regardless of the reasons considered.

Employing ransacking (Goodman, 1969), we found that participants who considered only opposing reasons compared with only affirming reasons were more likely to change their initial decisions in the crying baby dilemma (Fisher’s exact test: p < .001, two-sided; Goodman and Kruskal τ = .038, p < .001) and the con-

<table>
<thead>
<tr>
<th>Dilemma</th>
<th>All reasons</th>
<th>Affirming reasons</th>
<th>Opposing reasons</th>
</tr>
</thead>
<tbody>
<tr>
<td>Initial decision</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Crying baby (smother baby)</td>
<td>42% (n = 245)</td>
<td>42% (n = 262)</td>
<td>48% (n = 272)</td>
</tr>
<tr>
<td>Concentration camp (pull chair)</td>
<td>32% (n = 220)</td>
<td>33% (n = 215)</td>
<td>36% (n = 226)</td>
</tr>
<tr>
<td>Final decision</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Crying baby (smother baby)</td>
<td>42% (n = 245)</td>
<td>42% (n = 262)</td>
<td>43% (n = 272)</td>
</tr>
<tr>
<td>Concentration camp (pull chair)</td>
<td>29% (n = 220)</td>
<td>33% (n = 215)</td>
<td>34% (n = 226)</td>
</tr>
</tbody>
</table>

Note. Percentages of participants who indicated they would choose the option specified in parentheses in each dilemma as a function of condition (affirming reasons, opposing reasons, or reasons for both options) and when the decision was made (the initial decision before seeing reasons or the final decision after seeing reasons one day later) are depicted. Specifically, we report the percentage of participants who indicated that they would choose to smother the crying baby or pull the chair out from underneath the son. The total number of participants in each condition is also reported.
Figure 4. The percentages of participants changing their decisions in each dilemma and condition are depicted.

centrated camp dilemma (Fisher’s exact test: \( p = .014 \), two-sided; Goodman and Kruskal \( \tau = .014 \), \( p = .014 \)). Participants who considered only opposing reasons compared with reasons for both options were somewhat more likely to change their initial decisions in the crying baby dilemma (Fisher’s exact test: \( p = .057 \), two-sided; Goodman and Kruskal \( \tau = .007 \), \( p = .057 \)), but there was no relationship in the concentration camp dilemma (Fisher’s exact test: \( p = .191 \), two-sided; Goodman and Kruskal \( \tau = .004 \), \( p = .191 \)). Participants who considered reasons for both options were more likely to change their initial decisions than participants who considered only affirming reasons in the crying baby dilemma (Fisher’s exact test: \( p = .011 \), two-sided; Goodman and Kruskal \( \tau = .014 \), \( p = .011 \)) but not the concentration camp dilemma (Fisher’s exact test: \( p = .313 \), two-sided; Goodman and Kruskal \( \tau = .003 \), \( p = .313 \)). All results are reported prior to correction for multiple comparisons. For both dilemmas, while participants were significantly more likely to change their decisions when only presented with opposing reasons compared with being presented with affirming reasons, all effect sizes were small. Within each condition and dilemma, no more than 14% of participants changed their initial decisions after considering reasons (Figure 4).

Next, we sought to determine the extent to which the initial decision predicts the final decision made after evaluating different reasons while also accounting for reason novelty. To this end, two separate logistic regression models were computed, one for each moral dilemma. In each model, the dependent variable is the final decision made in the moral dilemma after considering reasons, and the three independent variables are (1) the option initially chosen in the dilemma before examining reasons, (2) the reasons considered (i.e., condition: affirming reasons, opposing reasons, or reasons for both options), and (3) the total number of novel reasons for each participant. All possible interactions were also modeled. Even after accounting for the particular reasons evaluated and reason novelty, the initial decision was still a strong and significant predictor of the final decision in the crying baby dilemma (\( \hat{b} = 7.85, SE = 2.10, e^{\hat{b}} = 2559.46, Z = 3.73, p < .001, 95\% CI = [4.12, 12.65] \)) and the concentration camp dilemma (\( \hat{b} = 3.92, SE = 1.78, e^{\hat{b}} = 50.35, Z = 2.21, p = .027, 95\% CI = [26.758] \)). Participants typically chose the same option before and after evaluating reasons, regardless of which reasons were evaluated or how many reasons were novel. No other variables in either model reached significance (all \( p s > .10 \)). Separate models that included only the initial decision as a predictor of the final decision produced Nagelkerke \( R^2 \) values of .77 for the crying baby dilemma and .73 for the concentration camp dilemma, suggesting that the majority of variance in the final decision is explained by the initial decision.

The effect of reasons on changes in decision confidence. Although participants were generally resistant to changing their decisions in both dilemmas regardless of which reasons they evaluated, it is possible that the change in decision confidence from the initial decision to the final decision differs as a function of the reasons considered. To this end, we investigated whether the change in decision confidence from the initial decision to the final decision differed as a function of the reasons considered for the subset of participants who did not change their decisions after evaluating reasons. Two separate one-way ANOVAs revealed that the change in decision confidence differed as a function of condition in the crying baby dilemma (\( F(2, 718) = 6.77, p = .001, \eta^2_p = .019 \); Figure 5) and the concentration camp dilemma (\( F(2, 607) = 7.33, p = .001, \eta^2_p = .024 \); Figure 5). Surprisingly, however, regardless of the reasons evaluated, participants were more confident, on average, in their final decisions than their initial decisions (Figure 5). So, even when participants only evaluated opposing reasons, they tended to be more confident in their final decisions than their initial decisions, on average.

Post hoc pairwise comparisons with Bonferroni correction for each ANOVA revealed that there was a significant difference in the change in decision confidence when only affirming reasons were evaluated compared with when only opposing reasons were evaluated in the crying baby dilemma (Mean Difference = 1.28, \( SE = .36, p = .001, 95\% CI = [.42, 2.14] \)) and the concentration camp dilemma (Mean Difference = 1.70, \( SE = .48, p = .001, 95\% CI = [.56, 2.84] \)). In both dilemmas, participants became more confident in their final decisions when they only evaluated affirming reasons compared with when they only evaluated opposing reasons. Additionally, there was a significant difference in the change in decision confidence when only opposing reasons were evaluated compared with when reasons for both options were evaluated.

Figure 5. Means and standard error bars for the change in decision confidence (final decision confidence minus initial decision confidence) in each dilemma and condition are depicted.
evaluated in the crying baby dilemma (Mean Difference = .94, SE = .37, p = .032, 95% CI = [.059, 1.83]) and the concentration camp dilemma (Mean Difference = 1.42, SE = .48, p = .009, 95% CI = [.28, 2.56]). In both dilemmas, participants became more confident in their final decisions when they evaluated reasons for both options compared with when they only evaluated opposing reasons. There were no significant differences in decision confidence for either dilemma between cases where only affirming reasons were evaluated versus cases where reasons for both options were evaluated (both ps > .50).

Motivated evaluation of reasons. Having found that participants rarely changed their decisions regardless of the reasons considered, we then investigated whether this resistance to changing decisions is at least partly attributable to a biased, motivated evaluation of reasons. We first investigated whether participants engaged in this kind of evaluation when considering reasons for both options in the dilemmas. Specifically, after making an initial decision and then evaluating reasons for both options, we investigated whether participants evaluated reasons supporting that decision more favorably than reasons supporting the other possible decision in the dilemma. To this end, we computed separate two-way ANOVAs for each dilemma. For each ANOVA, the initial decision (binary factor) and the reported strategy used to make the initial decision (binary factor: at least one reason vs. an immediate, affective reaction) were modeled as independent variables. The dependent variable for each ANOVA was the average rated quality of the reasons evaluated. Table 6 displays results from each two-way ANOVA. In each model, there was a large and significant main effect of initial decision. Specifically, the main effects of condition indicated that individuals rated those reasons less favorably, on average, than individuals who evaluated only affirming reasons, regardless of the reported strategy used to make the initial decision. To this end, separate two-way ANOVAs were computed for each dilemma. For each ANOVA, the condition (binary factor: only opposing reasons evaluated or only affirming reasons evaluated) and the reported strategy used to make the initial decision (binary factor: at least one reason vs. an immediate, affective reaction) were modeled as independent variables. The dependent variable was the average rated quality of the reasons evaluated. Table 7 displays results from each two-way ANOVA. In each model, there was a large and significant main effect of condition. Specifically, the main effects of condition indicated that individuals rated affirming reasons more favorably than opposing reasons for the crying baby dilemma (Mean difference = 3.58, SE = .33, p < .001, 95% CI = [2.93, 4.22]; Figure 6c) and the concentration camp dilemma (Mean difference = 3.12, SE = .35, p < .001, 95% CI = [2.44, 3.81]; Figure 6d). There were no significant interactions.

### Table 6

<table>
<thead>
<tr>
<th>Dilemma</th>
<th>df</th>
<th>F</th>
<th>p</th>
<th>Partial η²</th>
</tr>
</thead>
<tbody>
<tr>
<td>Crying baby</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Initial decision</td>
<td>1</td>
<td>117.82</td>
<td>&lt;.001</td>
<td>.330</td>
</tr>
<tr>
<td>Initial strategy</td>
<td>1</td>
<td>.00</td>
<td>.969</td>
<td>.000</td>
</tr>
<tr>
<td>Initial Decision × Initial strategy</td>
<td>1</td>
<td>4.34</td>
<td>.038</td>
<td>.018</td>
</tr>
<tr>
<td>Concentration camp</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Initial decision</td>
<td>1</td>
<td>41.95</td>
<td>&lt;.001</td>
<td>.163</td>
</tr>
<tr>
<td>Initial strategy</td>
<td>1</td>
<td>1.79</td>
<td>.182</td>
<td>.008</td>
</tr>
<tr>
<td>Initial Decision × Initial strategy</td>
<td>1</td>
<td>.02</td>
<td>.894</td>
<td>.000</td>
</tr>
</tbody>
</table>

Note. Full results from the two separate ANOVAs are depicted. For each dilemma, a two-way ANOVA was computed including the initial decision and the strategy used to make that initial decision as independent variables. The dependent variable was the difference in the average rated quality of reasons between the two possible choices.

### Discussion

Consistent with the previous studies, results from Study 1c suggest that people are more likely to alter their initial decisions when presented with only opposing reasons compared with only affirming reasons. Nevertheless, the reported strength of the associations for these significant results suggest that knowing which set of reasons were considered by participants only reduces prediction error rate by less than 4%. Additional analyses revealed that participants were significantly more likely not to change their initial decisions than to change those decisions after evaluating reasons, regardless of the set of reasons considered. Again, the initial decision before seeing reasons accounted for the clear majority of the variance in predicting the final decision. These results suggest that participants’ initial decisions before seeing reasons are much better predictors of the final decisions than the set of reasons considered, even after accounting for the potential effects of reason novelty and time. Participants very rarely change their initial decisions. Reason novelty and time did not affect the likelihood that participants change their decisions. Despite this unwillingness to change decisions after evaluating reasons, participants who considered only affirming reasons tended to become more confident in their final decisions relative to those who considered only opposing reasons. These effect sizes were small, however. These results replicate and extend our findings from Study 1b.
Additionally, after making an initial decision and then evaluating reasons for both options, participants evaluated reasons supporting the initial decision more favorably than reasons supporting the other possible option. Similarly, individuals who evaluated only opposing reasons rated those reasons less favorably, on average, than individuals who evaluated only affirming reasons. These findings held regardless of whether participants reported making their initial decisions based on at least one reason or an immediate, affective reaction. Thus, individuals appear to evaluate reasons in a motivated way to support their previous decisions. As in Study 1b, the effects regarding the motivated evaluation of reasons were large in Study 1c.

**Study 2a**

Studies 1b and 1c showed that participants very rarely changed their decisions after the evaluation of the reasons. To show this, we used rather contrived sacrificial dilemmas, which have previously been used in experimental settings, designed to engender considerable conflict in the decision-making process. However, historical and anecdotal evidence from more everyday moral problems suggests that people are sometimes amenable to using reasons to arrive at moral decisions and to changing their minds about moral issues (Coles, 1986; Gilligan, 1982; Pizarro & Bloom, 2003). Thus, we wanted to see whether the previously established effects hold for more commonplace moral decisions. Study 2 does exactly this. The purpose of Study 2a is to norm and validate a set of more everyday moral dilemmas and accompanying reasons for making each possible decision. As in Study 1a, we sought to ensure that the reasons for each option in each dilemma are relatively exhaustive.

### Table 7

**Full Results From ANOVAs**

<table>
<thead>
<tr>
<th>Dilemma</th>
<th>df</th>
<th>F</th>
<th>p</th>
<th>Partial η²</th>
</tr>
</thead>
<tbody>
<tr>
<td>Crying baby</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Condition</td>
<td>1</td>
<td>119.08</td>
<td>&lt;.001</td>
<td>.185</td>
</tr>
<tr>
<td>Initial strategy</td>
<td>1</td>
<td>5.66</td>
<td>.018</td>
<td>.011</td>
</tr>
<tr>
<td>Condition × Initial strategy</td>
<td>1</td>
<td>.23</td>
<td>.635</td>
<td>.000</td>
</tr>
<tr>
<td>Concentration camp</td>
<td></td>
<td>80.45</td>
<td>&lt;.001</td>
<td>.157</td>
</tr>
<tr>
<td>Condition</td>
<td>1</td>
<td>1.04</td>
<td>.308</td>
<td>.002</td>
</tr>
<tr>
<td>Initial strategy</td>
<td>1</td>
<td>.01</td>
<td>.943</td>
<td>.000</td>
</tr>
<tr>
<td>Condition × Initial strategy</td>
<td>1</td>
<td>1.04</td>
<td>.308</td>
<td>.002</td>
</tr>
</tbody>
</table>

**Note.** Full results from the two separate ANOVAs are depicted. For each dilemma, a two-way ANOVA was computed including condition (binary factor: affirming reasons or opposing reasons) and the strategy used to make the initial decision (binary factor: as independent variables. The dependent variable was the average rated quality of the reasons evaluated.
Method

Participants. Two hundred forty-six individuals voluntarily participated in this study via AMT. Participant recruitment was restricted to individuals in the United States with a prior approval rating above 85%. Sixteen participants failed to follow instructions: data were analyzed with the remaining 230 individuals ($M_{age} = 34.44, SD = 10.62, range_{age} = [18–68], 99 females). Racial/ethnic groups included 77.0% White non-Hispanic, 9.1% Black non-Hispanic, 6.1% Hispanic, 5.2% Asian non-Hispanic, 4% Native American, and 1.7% Other. Overall, participants in the sample were well-educated (15.6% only completed high school, 38.3% completed some college/associate degree, 37.0% completed a bachelor’s degree, 6.5% completed a master’s degree, and 2.6% completed a PhD). This study was approved by the Duke University Campus Institutional Review Board.

Materials. Three everyday moral dilemmas, each created to facilitate conflict between reasons for competing possible choices, were used. In each dilemma, there were only two possible choices that participants could make. The norming and selection process for these everyday moral dilemmas mirrored those for the philosophical dilemmas described previously. A separate group of 20 participants recruited from AMT participated in a norming session and were excluded from subsequent studies. In the norming session, the three moral scenarios were presented separately to each participant. Participants were asked to provide their best four reasons for choosing each option in each moral scenario presented herein. We compiled the seven mostly commonly reported reasons for choosing each option, which were modified for clarity and brevity. These reasons were diverse: whereas some capture distinct moral principles or obligations (e.g., “Being honest is always the best course of action”), others appealed to anticipated emotional reactions (e.g., “I might feel guilty for keeping the extra money”) or monetary, self-serving reasons (e.g., “Reporting the accident might cause my insurance premium to increase”). See Appendix B for the moral scenarios and reasons used in Study 2a-e.

Procedure. The procedure in Study 2a closely mirrored the procedure from Study 1a. First, participants read a randomly selected moral dilemma and made judgments about seven reasons for choosing each respective option. Specifically, participants were asked to evaluate the quality of each reason for choosing that particular option in the scenario on a scale from −10 (worst possible reason) to 10 (best possible reason). All reasons were presented on the same screen, but reasons for each option were grouped together separately. After making all 14 ratings for a given dilemma, participants were then asked to indicate which option they would choose in the scenario. Finally, participants were asked if they considered any additional reasons not presented in the study when making their decision. This same procedure was then repeated for a second randomly selected moral dilemma, and then for the third and final moral dilemma. The order of the moral dilemmas and the reasons for each option were randomized without replacement. The entire study was self-paced. Upon completion, participants were monetarily compensated for their time.

Results and Discussion

In sum, 59.57% of participants indicated that they would choose to leave a note on the other car offering to pay for the damages in the car accident dilemma, 40.00% of participants indicated that they would choose to use the cheat sheet on the exam in the cheating dilemma, and 70.43% of participants indicated that they would return the extra change to the clerk in the extra change dilemma. Only 8.70%, 5.65%, and 7.39% of participants reported having considered an additional reason or additional reasons beyond those provided in the car accident, cheating, and extra change dilemmas, respectively. This finding suggests that our normed set of reasons for choosing each option in the moral dilemmas is relatively exhaustive. Supplementary Figure 2 depicts distributions of ratings for each reason in each moral dilemma across participants.

Study 2b

In Study 2b, we consider the influence of reasons on changing decisions in more everyday moral dilemmas. As in Study 1b, after making an initial choice in a moral dilemma, we present participants with a set of affirming reasons, opposing reasons, or reasons for both options. We investigate whether participants are more likely to change their decisions after considering opposing reasons versus affirming reasons. We also investigate whether the initial decision is a better predictor of the final decision than the set of reasons presented. Furthermore, we investigate whether people engage in a biased, motivated evaluation of reasons to support their initial, affective decisions.

Method

Participants. Two thousand, three hundred forty-four individuals voluntarily participated in this study via AMT for monetary compensation. Participant recruitment was restricted to individuals in the United States with a prior approval rating above 80%. Forty-nine participants failed to follow instructions, so data were analyzed with the remaining 2,295 individuals ($M_{age} = 34.94, SD = 11.17, range_{age} = [18–85], 968 females). This study was approved by the Duke University Campus Institutional Review Board.

Materials and procedure. The same set of moral dilemmas and reasons for each course of action from Study 2a was used in Study 2b (see Appendix B for details). The same procedure used in Study 1b was also used in Study 2b. The only difference between Study 1b and Study 2b is the set of dilemmas and accompanying reasons.

Results

Table 8 shows the percentage of participants indicating they would make each possible decision in each dilemma as a function of the set of reasons presented (affirming reasons, opposing reasons, or reasons for both options) and when the decision was made (the initial decision before seeing reasons or the final decision after seeing reasons). Furthermore, 40.47%, 44.47%, and 45.36% of participants reported having made their initial decisions based upon at least one reason in the car accident, cheating, and extra change dilemmas, respectively; 58.61%, 54.10%, and 53.21% of participants reported having made their initial decisions based upon an immediate reaction or feeling in the car accident, cheating, and extra change dilemmas, respectively. The remaining participants reported having made their initial decisions in some other way.
The effect of reasons on changing moral decisions. First, we sought to determine whether participants were more likely to change their initial decisions after considering affirming reasons, opposing reasons, or reasons for both options. Collapsing across all three dilemmas, there was a small but statistically significant relationship between whether or not participants changed their decisions and the particular reasons evaluated (Fisher’s exact test: \( p < .001 \), two-sided; Goodman and Kruskal \( \tau = .017 \)). Evaluating the dilemmas separately, there was a statistically significant relationship between whether or not participants changed their decisions and the particular reasons evaluated in the car accident dilemma (Fisher’s exact test: \( p < .001 \), two-sided; Goodman and Kruskal \( \tau = .024, p < .001 \)), cheating dilemma (Fisher’s exact test: \( p = .049 \), two-sided; Goodman and Kruskal \( \tau = .007, p = .084 \)), and extra change dilemma (Fisher’s exact test: \( p < .001 \), two-sided; Goodman and Kruskal \( \tau = .023, p < .001 \)).

Employing ransacking (Goodman, 1969), we found that participants who considered only opposing reasons were more likely to change their initial decisions than participants who considered only affirming reasons in the car accident dilemma (Fisher’s exact test: \( p < .001 \), two-sided; Goodman and Kruskal \( \tau = .038, p < .001 \)), cheating dilemma (Fisher’s exact test: \( p = .033 \), two-sided; Goodman and Kruskal \( \tau = .011, p = .033 \)), and extra change dilemma (Fisher’s exact test: \( p < .001 \), two-sided; Goodman and Kruskal \( \tau = .035, p < .001 \)).

Participants who considered only opposing reasons were not significantly more likely to change their initial decisions compared with participants who considered reasons for both options in the car accident dilemma (Fisher’s exact test: \( p = .395 \), two-sided; Goodman and Kruskal \( \tau = .002, p = .395 \)) or the cheating dilemma (Fisher’s exact test: \( p = .828 \), two-sided; Goodman and Kruskal \( \tau = .000, p = .828 \)), but there was a trend in the extra change dilemma (Fisher’s exact test: \( p = .085 \), two-sided; Goodman and Kruskal \( \tau = .007, p = .085 \)). Participants who considered reasons for both options were significantly more likely to change their initial decisions than participants who considered only affirming reasons in the car accident dilemma (Fisher’s exact test: \( p < .001 \), two-sided; Goodman and Kruskal \( \tau = .026, p < .001 \)) and the extra change dilemma (Fisher’s exact test: \( p = .015 \), two-sided; Goodman and Kruskal \( \tau = .013, p = .015 \)), but there was only a marginally significant relationship in the cheating dilemma (Fisher’s exact test: \( p = .054 \), two-sided; Goodman and Kruskal \( \tau = .008, p = .088 \)). All results are reported prior to correction for multiple comparisons. Across all three dilemmas, while participants were significantly more likely to change their decisions when only presented with opposing reasons compared with being presented with affirming reasons, all effect sizes were small. Within each condition and dilemma, no more than 12% of participants changed their initial decisions (Figure 7).

Next, we sought to determine the extent to which the initial decision predicts the final decision. To this end, three separate logistic regression models were computed, one for each moral dilemma. In each model, the dependent variable is the final decision made in the moral dilemma after considering reasons, and the two independent variables are (1) the option originally chosen in the dilemma before examining reasons and (2) the reasons considered (i.e., condition: affirming reasons, opposing reasons, or reasons for both options). Even after accounting for the particular reasons evaluated, the initial decision was a strong and significant predictor of the final decision in the car accident dilemma (\( b = 5.37, SE = .32, e^b = 215.57, Z = 16.96, p < .001, 95\% CI = [4.78, 6.03] \)), cheating dilemma (\( b = 7.37, SE = .53, e^b = 1584.00, Z = 13.81, p < .001, 95\% CI = [1383.95, 1794.05] \)), and extra change dilemma (\( b = 13.81, SE = .53, e^b = 3.91 \times 10^8, Z = 26.00, p < .001, 95\% CI = [3.38 \times 10^8, 4.43 \times 10^8] \)).
95% CI = [6.42, 8.55]), and extra change (b = 5.91, SE = .39, 
$e^b = 366.90$, Z = 15.21, $p < .001$, 95% CI = [5.20, 6.73])

dilemmas. In separate follow-up models isolating the subset of 
participants who considered only opposing reasons, the initial 
decision remained strong predictor of the final decision in all 
dilemmas (all $ps < .001$); participants rarely changed their deci-
sions from the initial choice to the final choice even in the face of 
opposing reasons (Figure 7). Additionally, regardless of which 
reasons were considered, participants reported high confidence in 
their final decisions (supplementary Table 2).

We next sought to compare pseudo-$R^2$ values between models 
that included versus did not include condition (i.e., affirming 
reasons, opposing reasons, or reasons for both options) to 
determine how much variance each condition explains above and 
beyond the initial decision. After running three additional logistic 
regression models excluding condition as an independent variable, 
the amount of variance explained in the models for each dilemma 
changed minimally compared with the full models with all predic-
tors. The models that only included the initial decision accounted 
for most of the variance in the final decision made. Table 9 reports 
these pseudo-$R^2$ values for each model.

Motivated evaluation of reasons. Having found that partici-
pants rarely changed their decisions regardless of which reasons were 
considered, we then investigated whether this resistance to changing 
decisions is at least partly attributable to a biased, motivated evalua-
tion of reasons. To do so, we first investigated whether participants 
engaged in a biased, motivated evaluation of reasons when evaluating 
all reasons for both possible options in the dilemmas. Specifically, 
after making an initial decision and then evaluating reasons for both 
options, we investigated whether participants evaluated reasons sup-
porting that decision more favorably than reasons supporting the other 
possible decision in the dilemma. To this end, separate two-way 
ANOVAs were computed for each dilemma. For each ANOVA, the 
initial decision (binary factor) and the reported strategy used to make 
the initial decision as independent variables. The dependent variable 
was the difference in the average rated quality of reasons between the two possible choices.

Having found that participants frequently changed their decisions regardless of which reasons were considered, we then investigated whether this resistance to changing decisions is at least partly attributable to a biased, motivated evaluation of reasons. To do so, we first investigated whether participants engaged in a biased, motivated evaluation of reasons when evaluating all reasons for both possible options in the dilemmas. Specifically, after making an initial decision and then evaluating reasons for both options, we investigated whether participants evaluated reasons supporting that decision more favorably than reasons supporting the other possible decision in the dilemma. To this end, separate two-way ANOVAs were computed for each dilemma. For each ANOVA, the initial decision (binary factor) and the reported strategy used to make the initial decision (binary factor: at least one reason vs. an immediate, affective reaction) were modeled as independent variables. The dependent variable for each ANOVA was computed by first averaging the rated quality of reasons for each possible decision separately and then taking the difference in average ratings for one option relative to the other option.

Our results indicate that participants evaluate the reasons sup-
porting their initial decisions more favorably than the reasons 
supporting the foregone option in each moral dilemma, regardless 
of whether the initial decision was reported the product of at 
least one reason or an immediate, affective reaction. Table 10 
displays results from each two-way ANOVA. In each model, we 
found a significant main effect of initial decision, but no effect of 
initial strategy and no interaction between initial decision and 
initial strategy. Specifically, the main effects of initial decision 
indicated that individuals rate reasons supporting their initial de-
cisions more favorably than those supporting the foregone option 
for the car accident dilemma (Mean difference = 7.99, SE = 68, 
$p < .001$, 95% CI = [6.66, 9.32]; Figure 8a), the cheating dilemma 
(Mean difference = 7.72, SE = .62, $p < .001$, 95% CI = [6.51, 
8.94]; Figure 8b), and the extra change dilemma (Mean difference 
= 8.01, SE = .62, $p < .001$, 95% CI = [6.78, 9.24]; Figure 
8c). There were no significant interactions in any of the models.

Second, we investigated whether participants engaged in a bi-
ased, motivated evaluation of reasons when evaluating only af-
firming reasons versus only opposing reasons. Specifically, we 
investigated whether individuals who evaluated only opposing 
reasons rated those reasons less favorably, on average, than indi-
viduals who evaluated only affirming reasons. To this end, sepa-
rate two-way ANOVAs were computed for each dilemma. For 
each ANOVA, the condition (binary factor: only opposing reasons 
evaluated or only affirming reasons evaluated) and the reported 
strategy used to make the initial decision (binary factor: at least 
one reason vs. an immediate, affective reaction) were modeled as 
independent variables. The dependent variable was the average 
rated quality of reasons evaluated. Table 11 displays results from 
each two-way ANOVA. In each model, there was a significant 
main effect of condition. Specifically, the main effects of con-
dondition indicated that individuals rated affirming reasons more 
favorably than opposing reasons in the car accident (Mean 
difference = 3.40, SE = .33, $p < .001$, 95% CI = [2.76, 4.05]; 
Figure 8d), cheating (Mean difference = 4.02, SE = .33, $p < 
.001$, 95% CI = [3.38, 4.66]; Figure 8e), and extra change 
(Mean difference = 3.86, SE = .33, $p < .001$, 95% CI = [3.21, 
4.51]; Figure 8f) dilemmas.

Discussion

Across all three moral dilemmas, our results suggest that 
people are more likely to change their initial decisions when
presented with only opposing reasons compared with only affirming reasons. Nevertheless, the reported strength of the associations for these significant results suggest that knowing which set of reasons were considered by participants only reduces prediction error rate by less than 4%. Additional analyses revealed that participants were significantly more likely not to change their initial decisions than to change those decisions after evaluating reasons, regardless of whether participants considered affirming reasons, opposing reasons, or reasons for both options. The initial decision before seeing reasons accounted for the clear majority of the variance in predicting the final decision; the particular set of reasons considered only minimally increased goodness of fit (i.e., pseudo-$R^2$ values) when added to the model. These results suggest that participants’ initial decisions before seeing reasons are much better predictors of the final decisions than the particular reasons considered. Participants very rarely change their initial decisions. These results from Study 2b closely mirror those from Study 1b.

Additionally, across all three dilemmas, after making an initial decision and then evaluating reasons for both options, participants evaluated reasons supporting the initial decision more favorably than reasons supporting the other possible option in the dilemma. Similarly, individuals who evaluated only opposing reasons rated those reasons less favorably, on average, than individuals who evaluated only affirming reasons. These findings held regardless of whether participants reported making their initial decisions based on at least one reason or an immediate, affective reaction. Thus, individuals do seem to evaluate reasons in a way that supports their previous decisions. This behavior is likely one important factor explaining why individuals rarely change their moral decisions in the face of reasons.

Table 11

<table>
<thead>
<tr>
<th>Dilemma</th>
<th>$df$</th>
<th>$F$</th>
<th>$p$</th>
<th>Partial $\eta^2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Car accident</td>
<td>1</td>
<td>108.10</td>
<td>&lt;.001</td>
<td>.180</td>
</tr>
<tr>
<td>Initial strategy</td>
<td>1</td>
<td>1.72</td>
<td>.190</td>
<td>.003</td>
</tr>
<tr>
<td>Condition $\times$ Initial strategy</td>
<td>1</td>
<td>1.12</td>
<td>.290</td>
<td>.002</td>
</tr>
<tr>
<td>Cheating</td>
<td>1</td>
<td>151.30</td>
<td>&lt;.001</td>
<td>.231</td>
</tr>
<tr>
<td>Initial strategy</td>
<td>1</td>
<td>2.20</td>
<td>.139</td>
<td>.004</td>
</tr>
<tr>
<td>Condition $\times$ Initial strategy</td>
<td>1</td>
<td>3.44</td>
<td>.064</td>
<td>.007</td>
</tr>
<tr>
<td>Extra change</td>
<td>1</td>
<td>136.21</td>
<td>&lt;.001</td>
<td>.216</td>
</tr>
<tr>
<td>Initial strategy</td>
<td>1</td>
<td>.79</td>
<td>.375</td>
<td>.002</td>
</tr>
<tr>
<td>Condition $\times$ Initial strategy</td>
<td>1</td>
<td>1.51</td>
<td>.220</td>
<td>.003</td>
</tr>
</tbody>
</table>

Note. Full results from the three separate ANOVAs are depicted. For each dilemma, a two-way ANOVA was computed including condition (binary factor: affirming reasons or opposing reasons) and the strategy used to make the initial decision as independent variables. The dependent variable was the average rated quality of the reasons evaluated.
Study 2c

Building upon the results from Study 2b, we further consider the influence of reasons on changing moral decisions in Study 2c. As in Study 2b, we use everyday moral dilemmas to investigate whether people are more likely to change their initial decisions after considering opposing reasons or affirming reasons, whether the initial decision is a better predictor of the final decision than the particular set of reasons presented, and whether people engage in a biased, motivated evaluation of reasons to support their initial, affective reactions. The basic design and overarching questions in Study 2c are the same as those in Study 1c.

The same three additional variables investigated in Study 1c are also investigated in Study 2c using the everyday dilemmas. That is, (a) we implement a one day delay between evaluating reasons and making the final decision, (b) we investigate potential changes in decision confidence as a function of the reasons considered, and (c) we account for the potential influence of reason novelty in decision change.

Method

Participants. One thousand, four hundred fifty-two individuals voluntarily completed both sessions of this study on AMT for monetary compensation; 82% of participants who completed Session 1 returned and completed Session 2 the following day. Participant recruitment was restricted to individuals in the United States with a prior approval rating above 80%. Seven participants failed to follow instructions, so data were analyzed with the remaining 1,445 individuals.

This study was approved by the Duke University Campus Institutional Review Board.

Materials and procedure. Only the car accident and cheating dilemmas were used in Study 2c (see Appendix B for details). The procedure in Study 2c was identical to the procedure in Study 1c. The differences between Study 1c and Study 2c are the set of dilemmas and the accompanying reasons.

Results

Table 12 shows the percentage of participants indicating they would make each possible decision in each dilemma as a function of the set of reasons presented and when the decision was made (initial decision before seeing reasons or final decision one day later after having seen reasons). Furthermore, 40.00% and 48.30% of participants reported having made their initial decisions based upon at least one reason in the car accident and cheating dilemmas, respectively; 58.87% and 51.02% of participants reported having made their initial decisions based upon an immediate reaction or feeling in the car accident and cheating dilemmas, respectively. The remaining participants indicated that they made their decisions in some other way.

Descriptive statistics indicate that participants had typically not considered several of the reasons prior to seeing them in the study. Specifically, in the car accident dilemma, participants indicated that, on average, 2.72 (SD = 1.46) of 7 affirming reasons, 2.77 (SD = 1.60) of 7 opposing reasons, and 4.26 (SD = 2.98) of 14 reasons for both options were novel. Similarly, in the cheating dilemma, participants indicated that, on average, 2.88 (SD = 1.53) of 7 affirming reasons, 2.58 (SD = 1.59) of 7 opposing reasons, and 4.39 (SD = 3.11) of 14 reasons for both options were novel.

The effect of reasons on changing moral decisions. First, we investigated whether participants were more likely to change their initial decisions after considering affirming reasons, opposing reasons, or reasons for both options. Collapsing across both dilemmas, there was a small but statistically significant relationship between whether or not participants changed their decisions and the particular reasons evaluated (Fisher’s exact test: p < .01, two-sided; Goodman and Kruskal τ = .011, p = .001). Evaluating the dilemmas separately, there was a small but statistically significant relationship between whether or not participants changed their decisions and the particular reasons evaluated in the car accident dilemma (Fisher’s exact test: p < .007, two-sided; Goodman and Kruskal τ = .015, p = .005) and a marginally significant relationship in the cheating dilemma (Fisher’s exact test: p = .068, two-sided; Goodman and Kruskal τ = .008, p = .069). Figure 9 depicts the percentages of participants who changed their decisions in each dilemma as a function of the reasons considered. Relatively few participants changed their initial decisions regardless of which reasons were considered.

Employing ransacking (Goodman, 1969), we found that participants who considered only opposing reasons compared with only affirming reasons were significantly more likely to change their initial decisions in the car accident dilemma (Fisher’s exact test: p < .006, two-sided; Goodman and Kruskal τ = .017, p = .006)

<table>
<thead>
<tr>
<th>Dilemma</th>
<th>All reasons</th>
<th>Affirming reasons</th>
<th>Opposing reasons</th>
</tr>
</thead>
<tbody>
<tr>
<td>Initial decision</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Car accident (leave note)</td>
<td>60% (n = 242)</td>
<td>58% (n = 238)</td>
<td>55% (n = 230)</td>
</tr>
<tr>
<td>Cheating (cheat)</td>
<td>38% (n = 231)</td>
<td>44% (n = 248)</td>
<td>36% (n = 256)</td>
</tr>
<tr>
<td>Final decision</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Car accident (leave note)</td>
<td>60% (n = 242)</td>
<td>60% (n = 238)</td>
<td>57% (n = 230)</td>
</tr>
<tr>
<td>Cheating (cheat)</td>
<td>38% (n = 231)</td>
<td>44% (n = 248)</td>
<td>34% (n = 256)</td>
</tr>
</tbody>
</table>

Note. Percentages of participants who indicated they would choose the option specified in parentheses in each dilemma as a function of condition (affirming reasons, opposing reasons, or reasons for both options) and when the decision was made (the initial decision before seeing reasons or the final decision after seeing reasons) are depicted. Specifically, we report the percentage of participants who indicated that they would choose to leave a note on the other car and cheat on the exam. The total number of participants in each condition is also reported.
Next, we sought to determine the extent to which the initial decision predicts the final decision made after evaluating different reasons while also accounting for reason novelty. To this end, two separate logistic regression models were computed, one for each moral dilemma. In each model, the dependent variable is the final decision predicts the final decision made after evaluating different reasons while also accounting for reason novelty. To this end, two separate logistic regression models were computed, one for each moral dilemma. In each model, the dependent variable is the final decision after considering reasons, regardless of which reasons they evaluated or how many of the reasons were novel. No other variables in either model reached significance (all $p$s > .10). Separate models that included only the initial decision as a predictor of the final decision produced Nagelkerke $R^2$ values of .73 for the car accident dilemma and .77 for the cheating dilemma, suggesting that most of the variance in the final decision is explained by the initial decision.

The effect of reasons on changes in decision confidence. Although participants were generally resistant to changing their decisions in both dilemmas regardless of which reasons they evaluated, it is possible that the change in decision confidence from the initial decision to the final decision differs as a function of the reasons considered. To this end, we investigated whether the change in decision confidence from the initial decision to the final decision differed as a function of the reasons considered for the subset of participants who did not change their decisions after evaluating reasons. Two separate one-way ANOVAs revealed that the change in decision confidence differed significantly as a function of condition in the car accident dilemma ($F(2, 670) = 13.75, p < .001, \eta^2_g = .039$; Figure 10) but not in the cheating dilemma ($F(2, 682) = 1.09, p = .336, \eta^2_g = .003$; Figure 10). Surprisingly, however, regardless of the reasons evaluated, participants were more confident, on average, in their final decisions than in their initial decisions for the car accident dilemma (Figure 10). So, even when participants only evaluated opposing reasons, they tended to be more confident in their final decisions than their initial decisions, on average.

Post hoc pairwise comparisons with Bonferroni correction revealed that there was a significant difference in the change in decision confidence when only affirming reasons were evaluated compared with when only opposing reasons were evaluated in the car accident dilemma (Mean Difference = 1.75, $SE = .33, p < .001, 95\% \text{ CI} = [.95, 2.55]$). Participants became more confident in their final decisions when they only evaluated affirming reasons compared with when they only evaluated opposing reasons. Additionally, there was a significant difference in the change in decision confidence when only opposing reasons were evaluated compared with when reasons for both options were evaluated in the car accident dilemma (Mean Difference = 1.02, $SE = .33, p = .007, 95\% \text{ CI} = [.22, 1.82]$). Participants became more confident...
in their final decisions when they evaluated reasons for both options compared with when they only evaluated opposing reasons. Finally, there was somewhat of a difference in the change in decision confidence when reasons for both options were evaluated compared with when only affirming reasons were evaluated in the car accident dilemma (Mean Difference = .73, SE = .33, p = .075, 95% CI = [−.05, 1.51]). Participants became somewhat more confident in their final decisions when they evaluated only affirming reasons compared with when they evaluated reasons for both options.

**Motivated evaluation of reasons.** Having found that participants rarely changed their decisions regardless of the reasons considered, we then investigated whether this resistance to changing decisions is at least partly attributable to a biased, motivated evaluation of reasons. To do so, we first investigated whether participants engaged in this kind of evaluation when considering reasons for both options in the dilemmas. Specifically, after making an initial decision and then evaluating reasons for both options, we investigated whether participants evaluated reasons supporting that decision more favorably than reasons supporting the other possible decision in the dilemma. To this end, we computed separate two-way ANOVAs for each dilemma. For each ANOVA, the initial decision (binary factor) and the reported strategy used to make the initial decision (binary factor: at least one reason vs. an immediate, affective reaction) were modeled as independent variables. The dependent variable for each ANOVA was computed by first averaging the rated quality of reasons for each possible decision separately and then taking the difference in average ratings for one option relative to the other option.

Our results indicate that participants do evaluate the reasons supporting their initial decisions more favorably than the reasons supporting the foregone option in each dilemma, regardless of whether the initial decision was reportedly the product of at least one reason or an immediate, affective reaction. Table 13 displays results from each two-way ANOVA. In each model, there was a large and significant main effect of initial decision and initial strategy. Specifically, the large main effects of initial decision indicated that individuals rate reasons supporting their initial decisions more favorably than those supporting the foregone option for the car accident dilemma (Mean difference = 7.43, SE = .75, p < .001, 95% CI = [5.95, 8.90]; Figure 11a) and the cheating dilemma (Mean difference = 8.17, SE = .70, p < .001, 95% CI = [6.80, 9.55]; Figure 11b). There were no significant interactions.

Second, we investigated whether participants engaged in a biased, motivated reasoning when examining only affirming reasons versus only opposing reasons. Specifically, we investigated whether individuals who evaluated only opposing reasons rated those reasons less favorably, on average, than individuals who evaluated only affirming reasons, regardless of the reported strategy used to make the initial decision. To this end, separate two-way ANOVAs were computed for each dilemma. For each ANOVA, the condition (binary factor: only opposing reasons evaluated or only affirming reasons evaluated) and the reported strategy used to make the initial decision (binary factor: at least one reason vs. an immediate, affective reaction) were modeled as independent variables. The dependent variable was the average rated quality of the reasons evaluated. Table 14 displays results from each two-way ANOVA. In each model, there was a large and significant main effect of condition. Specifically, the main effects of condition indicated that individuals rated affirming reasons more favorably than opposing reasons for the car accident dilemma (Mean difference = 4.08, SE = .33, p < .001, 95% CI = [3.44, 4.72]; Figure 11c) and the cheating dilemma (Mean difference = 4.40, SE = .34, p < .001, 95% CI = [3.72, 5.07]; Figure 11d). There were no significant interactions.

**Discussion**

Consistent with results from the previous studies, results from Study 2c suggest that people are more likely to alter their initial decisions when presented with only opposing reasons compared with only affirming reasons. Nevertheless, the reported strength of the associations for these significant results suggest that knowing which set of reasons were considered by participants only reduces prediction error rate by less than 2%. Additional analyses revealed that participants were significantly more likely not to change their initial decisions than to change those decisions after evaluating reasons, regardless of which reasons were considered. The initial decision made before seeing reasons accounted for the clear majority of the variance in predicting the final decision. These results suggest that participants’ initial decisions before seeing reasons are much better predictors of the final decisions than the set of reasons considered, even after accounting for the potential effects of reason novelty and time. Reason novelty and time did not affect the likelihood that participants change their decisions. Participants very rarely change their initial decisions. Despite this unwillingness to change decisions after evaluating reasons, participants who considered only affirming reasons tended to become more confident in their final decisions relative to those who considered only opposing reasons in the car accident dilemma but not the cheating dilemma. The significant effect in the car accident dilemma was relatively small, however.

Additionally, after making an initial decision and then evaluating reasons for both options, participants evaluated reasons supporting the initial decision more favorably than reasons supporting the other possible option. Similarly, individuals who evaluated only opposing reasons rated those reasons less favorably, on average, than individuals who evaluated only affirming reasons. These findings held regardless of whether participants reported

### Table 13

**Full Results From ANOVAs**

<table>
<thead>
<tr>
<th>Dilemma</th>
<th>df</th>
<th>F</th>
<th>p</th>
<th>Partial η²</th>
</tr>
</thead>
<tbody>
<tr>
<td>Car accident</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Initial decision</td>
<td>1</td>
<td>98.85</td>
<td>&lt;.001</td>
<td>.298</td>
</tr>
<tr>
<td>Initial strategy</td>
<td>1</td>
<td>.09</td>
<td>.771</td>
<td>.000</td>
</tr>
<tr>
<td>Initial Decision × Initial strategy</td>
<td>1</td>
<td>.06</td>
<td>.813</td>
<td>.000</td>
</tr>
<tr>
<td>Cheating</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Initial decision</td>
<td>1</td>
<td>137.20</td>
<td>&lt;.001</td>
<td>.379</td>
</tr>
<tr>
<td>Initial strategy</td>
<td>1</td>
<td>1.95</td>
<td>.164</td>
<td>.009</td>
</tr>
<tr>
<td>Initial Decision × Initial strategy</td>
<td>1</td>
<td>1.88</td>
<td>.172</td>
<td>.008</td>
</tr>
</tbody>
</table>

*Note.* Full results from the two separate ANOVAs are depicted. For each dilemma, a two-way ANOVA was computed including the initial decision and the strategy used to make that initial decision as independent variables. The dependent variable was the difference in the average rated quality of reasons between the two possible choices.
making their initial decisions based on at least one reason or an immediate, affective reaction. And the effect sizes were all relatively large. Thus, individuals do seem to evaluate reasons in a motivated way to support their previous decisions. As in our previous studies, the effects regarding the motivated evaluation of reasons were large in Study 1c.

Figure 11. For those participants who evaluated reasons for both options, means and standard error bars are depicted for differences in the average rated quality of reasons between the two possible choices in the car accident (a) and cheating (b) dilemmas, split by the initial decision and the reported strategy used to make the initial decision. Difference scores were computed by subtracting the average rating of reasons for not committing the action from the average rating of reasons for committing the action. For example, the difference in average ratings for the cheating dilemma was computed by subtracting the average rating for not cheating on the exam from the average rating for cheating on the exam. For participants who evaluated only affirming reasons or only opposing reasons, means and standard error bars are depicted for the average rated quality of the reasons evaluated in the car accident (c) and cheating (d) dilemmas, split by the set of reasons evaluated and the reported strategy used to make the initial decision.

Table 14

<table>
<thead>
<tr>
<th>Dilemma</th>
<th>df</th>
<th>F</th>
<th>p</th>
<th>Partial η²</th>
</tr>
</thead>
<tbody>
<tr>
<td>Car accident</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Condition</td>
<td>1</td>
<td>156.73</td>
<td>&lt;.001</td>
<td>.254</td>
</tr>
<tr>
<td>Initial strategy</td>
<td>1</td>
<td>6.98</td>
<td>.009</td>
<td>.015</td>
</tr>
<tr>
<td>Condition × Initial strategy</td>
<td>1</td>
<td>.96</td>
<td>.328</td>
<td>.002</td>
</tr>
<tr>
<td>Cheating</td>
<td></td>
<td>164.50</td>
<td>&lt;.001</td>
<td>.249</td>
</tr>
<tr>
<td>Initial strategy</td>
<td>1</td>
<td>12.24</td>
<td>.001</td>
<td>.024</td>
</tr>
<tr>
<td>Condition × Initial strategy</td>
<td>1</td>
<td>2.72</td>
<td>.100</td>
<td>.005</td>
</tr>
</tbody>
</table>

Note. Full results from the two separate ANOVAs are depicted. For each dilemma, a two-way ANOVA was computed including condition (binary factor: affirming reasons or opposing reasons) and the strategy used to make the initial decision as independent variables. The dependent variable was the average rated quality of the reasons evaluated.

General Discussion

Many philosophers have argued that making and revising moral decisions ought to be a matter of deliberating over relevant reasons (e.g., Broome, 2013; Crisp, 2005; Parfit, 2011; Philips, 1987; Ross, 1930; Scanlon, 1998). We investigated three descriptive questions about the role of reasons in changing decisions in diverse moral dilemmas. First, to what extent does examining affirming reasons, opposing reasons, or reasons for both options lead people to alter their initial decisions? For all dilemmas, we found that people were more likely to alter their initial decisions when presented with only opposing reasons compared with only affirming reasons. Nevertheless, the strength of the associations for the significant results suggests that knowing which set of reasons were considered by participants at best reduces prediction error rate by less than 6%. Relatively few people changed their decisions, regardless of which reasons were considered. Second, does the initial decision better predict the final decision compared with the particular reasons considered? For all dilemmas, we found that most participants made the same decision after considering reasons, regardless of which reasons were considered. This finding held even after accounting for reason novelty and increasing the delay between the
initial decision and the final decision. Third, do participants rate the reasons supporting their initial decisions more favorably than reasons opposing their initial decisions, regardless of whether they report having made their initial decisions based on an immediate, affective reaction or at least one reason? For all dilemmas, no matter how participants reported making their initial decisions, we found that the reasons supporting the initial decision were judged more favorably than reasons supporting the other option.

From research in behavioral economics and consumer choice, there is evidence that attitudes, preferences, and decisions are often made or modified by the consideration and weighing of reasons (Barber et al., 2003; Petty & Cacioppo, 1986; Shafir et al., 1993; Simonson, 1989; Vlaev et al., 2009; Wilson et al., 1989). Given these findings, it may seem surprising that so few people changed their decisions when presented with opposing reasons in moral dilemmas. Perhaps there is something unique about moral decision making. When people view issues in terms of what is morally right and wrong, they tend to be more resistant to compromising (Skitka, 2010; Skitka, Bauman, & Sargas, 2005; Turiel, 2002). Despite the considerable variability in moral judgments and beliefs across persons, people tend to believe that others would universally agree with their moral beliefs if only they were aware of “the facts” (Morgan, Skitka, & Wisneski, 2010; Skitka, 2010; Skitka et al., 2005). And morality plays a central role in the construction and perception of the personal identity (Stanley, Henne, Iyengar, Simont-Armstrong, & De Brigard, 2017; Strohminger & Nichols, 2014). Given this work, it is likely that participants came into this study with strong, fixed views about what is right and wrong. Moreover, these views were likely central to participants’ identities and seen as absolute and true. Such views need not be held consciously or explicitly; they might be held implicitly, difficult to articulate with language, or manifested through immediate reactions to certain scenarios. If this is the case, then it is unsurprising that so many participants were resistant to using the reasons provided to change their decisions in these moral dilemmas.

There is another comparable explanation for our results from research on motivated reasoning and post hoc rationalization. Research on everyday reasoning suggests that people often make an initial decision and then set out to confirm the validity of that decision through biased and motivated reasoning (Kuhn, 1991; Kunda, 1990; Pyszczynski & Greenberg, 1987). For example, people do tend to apply less rigorous judgmental standards to preference-consistent than preference-inconsistent information in making medical decisions (Ditto & Lopez, 1992; Ditto et al., 1998, 2003), and people assign the greatest weight to factors that are most consistent with preference-consistent conclusions when deciding which candidate to hire for a job (Norton et al., 2004; Uhlmann & Cohen, 2005).

Some have argued that biased and motivated post hoc reasoning to further support or confirm previously held beliefs is the most prevalent kind of reasoning in moral judgment and decision making (Haidt, 2001, 2012). Similarly, the biased, motivated evaluation of the diverse reasons presented in our study at least partly explains some of our findings. Participants may have a propensity to readily dismiss those reasons for the option not initially chosen and readily agree with those reasons for the option initially chosen. Accordingly, they might justify their final choices by claiming that the reasons supporting their initial decisions were just better than the reasons for the foregone option. Evaluating reasons with a preference for their previous decisions would make it unlikely that participants change their minds. Our results do provide direct empirical support for this explanation. After making an initial decision—regardless of whether participants reported making the initial decision based on an immediate, affective reaction or at least one reason—participants rated opposing reasons less favorably than affirming reasons. Participants then rarely changed their decisions after evaluating reasons, regardless of how they reported making their initial decisions.

Philosophers have been primarily concerned with the prescriptive projects of determining what it means to say that we have the most reason to do an act (Evers, 2010), how reasons should be weighed in so far as they count as evidence (Kearns & Star, 2009, 2013; Philips, 1987), and how weights ascribed to different reasons should accrue when making a moral decision (Nair, 2016). In contrast, our project is descriptive. We investigate the extent to which people do, in practice, use available reasons to revise their decisions in moral dilemmas. If these prescriptive ideas provide insights about how one ought to make and revise moral decisions, people should be open to changing their moral judgments and decisions as new reasons come to bear on their circumstances. Future empirical research will investigate (a) the specific conditions under which people are most likely to change their moral decisions after considering relevant reasons and (b) how to best encourage people to evaluate reasons in a less biased fashion.
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Appendix A

Philosophical Moral Dilemmas

The following are the dilemmas used in both Study 1 and Study 1b with the respective reasons for each available choice.

Crying Baby Dilemma

Enemy soldiers have taken over your village. The soldiers have orders to kill all remaining adult civilians, but no babies or young children. You and some of your townspeople have sought refuge in the cellar of a large house. Outside you hear the voices of soldiers who have come to search the house for valuables. Your baby begins to cry loudly. You cover the baby’s mouth to block the sound, but the baby’s crying cannot be stopped. If the baby continues to cry, he will summon the attention of the soldiers, who will undoubtedly kill you and the other adults hiding out in the cellar. Smothering the baby to death is the only way to silence him. To save yourself and the others, you would need to smother your baby to death. You have two possible courses of action: You can choose to smother your baby, or you can choose not to smother your baby.

a. The six reasons provided for smothering the baby:

1. I would save a greater number of lives by smothering the baby than by letting the baby cry.
2. I have an obligation to my fellow refugees to do everything in my power to keep them safe.
3. Smothering the baby is the only way I will be able to survive.
4. Doing so would allow me to avoid feeling the pain and guilt of allowing my fellow refugees to die.
5. Doing so would make it possible for me and my fellow refugees to later relocate to a safer, new home.

(Appendices continue)
6. My friends and family might be angry and disappointed with me for letting the other refugees die when I could have saved them.

b. The six reasons provided for not smothering the baby:

1. One should not ever harm another human being.
2. Otherwise I would have to live with the guilt of killing my own child for the rest of my life.
3. As a parent it is my duty to do everything in my power to protect my own child.
4. The baby could grow up to do incredible good in the world.
5. There is a chance that the soldiers might not follow orders after feeling sympathy toward a helpless infant and parent.
6. My own friends and family might be angry and disappointed with me for killing my child.

Concentration Camp Dilemma

You and your son are inmates in a concentration camp. A sadistic guard is about to hang your son who tried unsuccessfully to escape. After putting the noose around your son’s neck, the guard wants you to pull the chair from underneath your son. Pulling out the chair would hang your son and surely kill him. If you do not pull out the chair from under your son, the guard said that he would not only kill your son but also some other innocent inmate in the concentration camp as well. You do not have any doubt that the guard means what he says, and you cannot overpower the guard or escape. You have two possible courses of action: You can choose to pull the chair out from underneath your son, or you can choose NOT to pull the chair out from underneath your son.

a. The six reasons provided for pulling the chair out from underneath the son:

1. Pulling the chair out will prevent the death of another innocent inmate.
2. The act of obedience may cause the guard to be less harsh in the future.
3. The concentration camp is a miserable place to be imprisoned, and my son would be better off dead.
4. My son was aware of the consequences of getting caught trying to escape, yet he was willing to take the risk.
5. I would be with my son, serving as a source of comfort, in the last moments of his life.
6. My friends and family might be angry and disappointed with me for letting another innocent inmate die.

b. The six reasons provided for not pulling the chair out from underneath the son:

1. The act of rebelling might inspire other inmates to revolt and gain freedom.
2. If both my son and some other inmate die, there might be more food for the remaining inmates.
3. It is always morally wrong to harm another human being.
4. As a parent, I have an obligation to not cause any harm to my own child.
5. If I were to pull the chair, then I would have to live with the guilt of killing my son for the rest of my life.
6. My friends and family might be angry and disappointed with me for killing my son.

Organ Transplant Dilemma

You are a surgeon working the night shift in an emergency room. A family of five have been in a serious car accident, and each needs an organ transplant immediately. Each member of the family needs a different particular organ transplanted or else each one will surely die. You are currently operating upon an anesthetized patient who suffered a less severe accident. This patient is homeless and has no family. The homeless patient is, however, sufficiently healthy otherwise and would be an ideal organ donor for all members of the family who were in the car accident. If you transplant the homeless patient’s organs (against his will) into the bodies of the other patients, all five members of the family will live but the patient will die. But this is the only way to save the family of five. You have two possible courses of action: You can choose to transplant the homeless patient’s organs into the bodies of the other five patients, or you can choose NOT to transplant the homeless patient’s organs into the bodies of the other five patients.

(Appendices continue)
a. The six reasons provided for transplanting the homeless patient’s organs into the bodies of the other five patients:

1. Transplanting the organs would save the greatest number of lives.

2. Many more friends and family members would be negatively affected by the deaths of the family than the death of the homeless person.

3. Society would likely benefit from one less homeless person to support.

4. Otherwise I might feel very guilty for allowing five people to die when I could have done something about it.

5. The children in the family could grow up to do much more good in the world than the homeless man.

6. My friends and family might be angry and disappointed with me for letting 5 people die when I could have saved them.

b. The six reasons provided for not transplanting the homeless patient’s organs into the bodies of the other five patients:

1. The homeless man did not provide consent to allow his organs to be harvested.

2. My medical license would be revoked if I were to get caught.

3. I would be harming another human being, which is always wrong.

4. I would be violating the Hippocratic oath if I transplant the organs.

5. The family members might feel guilty for the rest of their lives for having someone else’s life taken to save their own.

6. My friends and family might be angry and disappointed with me for killing the homeless person to transplant the organs.

Appendix B

Everyday Moral Dilemmas

The following are the dilemmas used in study 2a and 2b with the respective reasons for each available choice.

**Car Accident Dilemma**

It is late at night, and as you are parking your car, you hear a scraping sound. You are not certain, but you think that you accidentally scratched the car parked next to you as you were pulling into the parking spot. When you get out of your car to inspect the possible damage, you find a fairly minor scratch on the side of the other car. No airbags deployed in either car, and no car alarms went off. Looking around, you notice that nobody else is in the parking lot. You consider leaving a message with your contact information offering to pay for the damage on the windshield of the other damaged car. You have two possible courses of action: you can leave your contact information on a note placed on the windshield of the other damaged car, or you can just drive off without leaving the note.

The seven reasons provided for not leaving contact information on a note offering to pay for the damages:

1. I am pretty confident that nobody saw me, so it is unlikely that there would be negative consequences.

2. I would be able to use the money that would have gone toward repairing the damages in a way I think is more useful.

3. The scratch is rather minor, so there is a chance that the owner of the other car will not even notice.

4. There is a chance that the scratch was already on the car before I hit it, meaning that I could be paying for damages I did not cause.

5. The scratch is so minor that is will not adversely affect the other driver’s ability to drive his or her car.
6. The owner of the other car might try to take advantage of the situation and extort me for an unfair amount of money.

7. Reporting the accident might cause my insurance premium to increase.

b. The seven reasons provided for leaving contact information on a note offering to pay for damages:

1. I would be responsible for damaging another person’s property and should accept responsibility for causing the damage.

2. The guilt I might feel over not leaving a note might outweigh the financial benefit of not having to pay to fix the scratch.

3. By having to pay for the damages, I will be discouraged from making a similar mistake in the future and become a more careful driver.

4. The owner of the other car might be more seriously affected by the financial loss that comes with the car scratch than I am by paying for the scratch.

5. I will feel good about myself for offering to pay for the damages to the other car.

6. Although no one else was seen in the parking lot, there is always a chance that someone saw and reported me.

7. My friends and family might be disappointed with me for not taking responsibility for my actions.

Cheating Dilemma (adapted from Kouchaki & Gino, 2016)

You have to take one general requirement chemistry class in your final semester of college to get your bachelor’s degree in anthropology. The professor teaching the chemistry class is a really poor teacher who has given unnecessarily challenging exams and has graded harshly. When finals come around, you are close to failing the class. You study very hard and even pulled an “all nighter” the night before the final exam. However, you do not feel as though you are retaining any of the information. As a result, you made a cheat sheet as a backup even though it was not allowed. You could not remember the answers to several questions on the final exam, and you consider using the cheat sheet. You even see three other students cheating on the exam. You have two possible courses of action: you can use the cheat sheet on the exam, or you cannot use the cheat sheet on the exam.

a. The seven reasons provided for using the cheat sheet on the exam:

1. The professor was a really poor teacher.

2. If I fail the final, I will have to retake the class and not graduate on time.

3. I will not be using anything I learned in this chemistry class later in life anyway.

4. Other students in the class were cheating, so not cheating would put me at a disadvantage.

5. The professor was an unnecessarily harsh grader.

6. Doing poorly in the class might make it more difficult for me to get a job after graduation.

7. My parents would likely be disappointed in me if I fail the class.

b. The seven reasons provided for not using the cheat sheet on the exam:

1. It is wrong to cheat on anything whatsoever.

2. If I am willing to cheat once, I might be more likely to cheat again in the future.

3. If anyone notices me cheating, it might harm my reputation.

4. If I am caught cheating, my parents would likely be very disappointed.

5. Cheating on the exam might reduce the enjoyment of my accomplishments earned through genuine effort.

6. Cheating on the exam would create an environment of broken trust limiting the ability for students and faculty to collaborate meaningfully.

7. If I am caught cheating by the professor, there will be serious consequences.

Extra Change Dilemma

You were almost finished with your weekly trip to the grocery store. The grocery store you are shopping at is part of a large chain of grocery stores with locations throughout the United States. You had been waiting in line at the grocery store to pay for your groceries for quite some time. Once you finally reach the front of the line to check out, the clerk ignores you for a moment while she sends a text on her phone. Once she finishes sending her text, she checks you out. You pay with cash. The clerk accidentally gives you an extra $40 in change. You just lost your job, so the extra $40
would be helpful while you search for a new job. You have two possible courses of action: You can return the money to the clerk, or you can just walk out of the grocery store with the extra money.

a. The seven reasons provided for returning the extra money to the clerk:

1. If the manager learns about the missing money, the clerk might lose her job.
2. The missing $40 may be taken out of the clerk’s paycheck.
3. If I were in the position of the clerk, I would want customers to return the money.
4. Being honest is always the best course of action.
5. You might feel particularly guilty for keeping the extra money.
6. The clerk could have given me the extra money intentionally to test my character.
7. My friends and family might be disappointed in me for not returning the money.

b. The seven reasons provided for not returning the extra money to the clerk:

1. This will teach the grocery store clerk to be more responsible.
2. It is not my fault that the clerk gave you extra change.
3. If may help reveal to the store administrators that the clerk is an unprofessional employee.
4. The clerk was being rude by texting on the job anyways.
5. The extra $40 will help me make ends meet while I search for a new job.
6. The grocery store is part of a large corporation that would not suffer from losing $40.
7. The extra money will make up for the inconvenience of waiting in line for so long.