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Mathematical models fit to measurements or observations are useful to predict behaviors of the modeled system and to understand how measurement errors affect the confidence in model parameters and the predictive capabilities of the model.

This hand-out addresses the errors in parameters estimated from fitting a function to data. All samples of measured data include some amount of measurement error and some natural variability. Results from calculations based on measured data will also depend, in part, on random measurement errors. In other words, the normal variation in measured data propagates through calculations applied to the data.

Many quantities cannot be measured directly, but can be inferred from measurements: gravitational acceleration, the universal gravitational constant, seasonal rainfall into a watershed, the resistivity of a material, the elasticity of a material, metabolic rates, etc. For example, the Earth’s gravitational acceleration can be estimated from measurements of the time it takes for a mass to fall from rest through a measured distance. The equation is \( d = \frac{gt^2}{2} \) or \( g = \frac{2d}{t^2} \). The ruler we use to measure the distance \( d \) will have a finite resolution and may also produce systematic errors if we do not account for issues such as thermal expansion. The clock we use to measure the time \( t \) will also have some error. Fortunately, the errors associated with the ruler are in no way related to the errors in the clock. Not only are they uncorrelated they are statistically independent. If we repeat the experiment \( n \) times, with a very precise clock, we will naturally find that measurements of the time \( t_i \) are never repeated exactly. The variability within our sample of measurements of \( d \) and \( t \) will surely lead to variability in the estimation of \( g \). As described in the next section, error propagation formulas help us determine the variability of \( g \) based upon the variability of the measurements of \( d \) and \( t \).

This document reviews methods for estimating model parameters and their uncertainties. In so doing, each individual measurement is considered to be a random variable, in which the randomness of the variable represents the measurement error. It is reasonable (and sometimes extremely convenient) to assume that these variables are normally distributed. It is often necessary to assume that the measurement error in one measurement is statistically independent of the measurement error in all other measurements.

Estimates of the model parameters depend on the randomness of the observed data sample. This document starts by considering the statistics (mean, standard deviation) of a function of several random variables. When reading this, think of the function as representing the coefficients in the curve-fit, and the set of random variables as the sample of measured data.
1 Quadrature Error Propagation

Given a function of several random variables, \( F(Z_1, Z_2, Z_3, \cdots, Z_n) \), known variations in the independent variables, \( \delta Z_1, \cdots, \delta Z_n \) will result in a computable variation \( \delta F \). For small variations in \( Z_i \) we can expand the variation in \( F \) in terms of individual variations of \( Z_i \) using a first-order Taylor series and the chain rule of calculus,

\[
\delta F = \sum_{i=1}^{n} \frac{\partial F}{\partial Z_i} \delta Z_i + \cdots + \sum_{j=1}^{n} \frac{\partial F}{\partial Z_j} \delta Z_n.
\]

(1)

The notation \( \nabla F \) represents the set of derivatives of \( F \) with respect to \( Z_1, \cdots, Z_n \) and is called the gradient of \( F \) with respect to \( Z_1, Z_2, ..., Z_n \). When working with a sample of measured data, we can not know the values of the individual measurement errors (by the definition of a measurement error). We can’t even know if the error in a measurement is positive or negative. But we can usually be satisfied by estimating only the magnitude of error in \( F \), and not the sign. To do so we can estimate the square of \( \delta F \). Note that the variation \( \delta F \) is a weighted sum of the individual measurement errors \( \delta Z_i \). Assuming that the measurement errors are independent (at least for the time being) we can estimate the square of \( \delta F \) as

\[
(\delta F)^2 = \left( \sum_{i=1}^{n} \frac{\partial F}{\partial Z_i} \delta Z_i \right)^2 + \left( \sum_{j=1}^{n} \frac{\partial F}{\partial Z_j} \delta Z_j \right)^2 + \cdots + \left( \sum_{k=1}^{n} \frac{\partial F}{\partial Z_k} \delta Z_k \right)^2.
\]

(2)

Indeed, the variance of the function is computed analogously,

\[
\sigma_F^2 = \sum_{i=1}^{n} \frac{\partial F}{\partial Z_i} \delta Z_i^2 + \sum_{j=1}^{n} \frac{\partial F}{\partial Z_j} \delta Z_j^2 + \cdots + \sum_{k=1}^{n} \frac{\partial F}{\partial Z_k} \delta Z_k^2.
\]

The table below illustrates that in some special cases the error in the function may be conveniently simplified, while in other cases it cannot.

<table>
<thead>
<tr>
<th>function</th>
<th>error propagation formula</th>
</tr>
</thead>
<tbody>
<tr>
<td>( F = \sum_{i=1}^{n} Z_i )</td>
<td>( (\delta F)^2 = \sum_{i=1}^{n} (\delta Z_i)^2 )</td>
</tr>
<tr>
<td>( F = aZ_1 + bZ_2 - cZ_3 )</td>
<td>( (\delta F)^2 = (a\delta Z_1)^2 + (b\delta Z_2)^2 + (c\delta Z_3)^2 )</td>
</tr>
<tr>
<td>( F = aZ_1Z_2/Z_3 )</td>
<td>( (\delta F)^2 = \left( \frac{\delta Z_1}{Z_1} \right)^2 + \left( \frac{\delta Z_2}{Z_2} \right)^2 + \left( \frac{\delta Z_3}{Z_3} \right)^2 )</td>
</tr>
<tr>
<td>( F = aZ^p )</td>
<td>( \frac{\delta F}{F} = pZ^{p-1} \delta Z )</td>
</tr>
<tr>
<td>( F = aZ_1^p - bZ_2^p )</td>
<td>( (\delta F)^2 = (a\delta Z_1)^2 \delta Z_1^p + (b\delta Z_2)^2 \delta Z_2^p )</td>
</tr>
</tbody>
</table>

If the random variables \( Z \) are correlated, with a covariance matrix \( V_Z \), then the variance of the function \( F(Z) \) is

\[
\sigma_F^2 = \sum_{i=1}^{m} \sum_{j=1}^{m} \frac{\partial F}{\partial Z_i} \frac{\partial F}{\partial Z_j} [V_Z]_{i,j}
\]

\[
= \left( \frac{\partial F}{\partial Z} \right)^\mathsf{T} V_Z \left( \frac{\partial F}{\partial Z} \right),
\]

(3)
where \((\partial F/\partial Z)\) is the \(m\)-dimensional row-vector of the gradient of \(F\) with respect to \(Z\), and 
\([V_Z]_{i,i} = \sigma_Z^2\). Finally, if \(F(Z)\) is an \(m\)-dimensional vector-valued function of \(n\) correlated random variables, with covariance matrix \(V_Z\), then the \(m \times m\) covariance matrix of \(F\) is

\[
[V_F]_{k,l} = \sum_{i=1}^{n} \sum_{j=1}^{n} \frac{\partial F_k}{\partial Z_i} \frac{\partial F_l}{\partial Z_j} [V_Z]_{i,j}
\]

\[
V_F = \left[\frac{\partial F}{\partial Z}\right] V_Z \left[\frac{\partial F}{\partial Z}\right]^T.
\] (4)

where \([\partial F/\partial Z]\) is an \(m \times n\) matrix and is called the *Jacobian* of \(F\) with respect to \(Z\). The *Jacobian* quantifies the *sensitivity* of each element \(F_k\) to each \(Z_i\) individually,

\[
\left[\frac{\partial F}{\partial Z}\right]_{k,i} = \frac{\partial F_k}{\partial Z_i},
\] (5)

and the *covariance* quantifies the variability among the data. Equation (4) shows how the sensitivities of a function to its variables and the variability among the variables themselves are combined in order to estimate the variability of the function. It is centrally important to what follows.
2 An Example of Linear Least Squares

Measured data are often used to estimate values for the parameters of a model (or the coefficients in an equation). Consider the fitting of a function \( \hat{y}(x; a) \) that involves a set of coefficients \( a_1, \ldots, a_n \), to a set of \( m \) measured data points \( (x_i, y_i), i = 1, \ldots, m \). If the function is linear in the coefficients then the relationship between the data and the coefficients can always be written as a matrix-vector product

\[
\hat{y}(x; a) = X a
\]  

(6)

where

- \( \hat{y}(x; a) \) is the function to be fit to the \( m \) data coordinates \((y_i, x_i)\);
- \( x \) is a given value, or set of values, of the independent variables;
- \( a \) is the vector of the \( n \) model coefficients;
- \( X \) is a matrix that depends on given values of \( x \), and does not depend on the model parameters \( a \).

As a general example, consider the problem of fitting an \((n−1)\) degree power-polynomial to \( m \) measured data coordinates, \((x_i, y_i), i = 1, \ldots, m\). The general form of the equation is

\[
\hat{y}(x; a) = a_0 + a_1x + a_2x^2 + \cdots + a_{n-1}x^{n-1},
\]  

(7)

The equation may be written \( m \) times for every data coordinate \((x_i, y_i), i = 1, \ldots, m\),

\[
\begin{align*}
\hat{y}(x_1; a) &= a_0 + a_1x_1 + a_2x_1^2 + \cdots + a_{n-1}x_1^{n-1} \\
\hat{y}(x_2; a) &= a_0 + a_1x_2 + a_2x_2^2 + \cdots + a_{n-1}x_2^{n-1} \\
&\vdots \\
\hat{y}(x_m; a) &= a_0 + a_1x_m + a_2x_m^2 + \cdots + a_{n-1}x_m^{n-1}
\end{align*}
\]

\[
\begin{bmatrix}
\hat{y}_1 \\
\hat{y}_2 \\
\vdots \\
\hat{y}_m
\end{bmatrix} =
\begin{bmatrix} 1 \\
1 \\
\vdots \\
1
\end{bmatrix}
\begin{bmatrix} a_0 + a_1x_1 + a_2x_1^2 + \cdots + a_{n-1}x_1^{n-1} \\
a_0 + a_1x_2 + a_2x_2^2 + \cdots + a_{n-1}x_2^{n-1} \\
\vdots \\
a_0 + a_1x_m + a_2x_m^2 + \cdots + a_{n-1}x_m^{n-1}
\end{bmatrix}
\begin{bmatrix} a_0 \\
a_1 \\
\vdots \\
a_{n-1}
\end{bmatrix}
\]

(8)

\[\hat{y} = X a\]
Matrices structured in the form of $X$ in equation (8) are called Vandermonde matrices and arise in curve-fitting problems. The columns of $X$ are the basis vectors of the model $\hat{y}(x)$. In least squares problems there are fewer model coefficients than data points, $n < m$, there are more equations than unknowns, $X$ is a tall matrix, and in practice there is no set of model coefficients $\{a_0, \ldots, a_{n-1}\}$ for which the model $\hat{y}(x_i; a)$ matches the data points $(x_i, y_i)$. Each data value $y_i$ (e.g., each measured observation) can have its own measurement error, $\sigma_{y_i}$. Without a detailed understanding of a particular measurement system, measurement errors are generally assumed to be uncorrelated. That is to say, the covariance between the measurement error of $y_i$ and the measurement error of $y_j$ is assumed to be zero (for $i \neq j$).

Fitting the model to the data reduces to estimating values of $n$ model coefficients, $a_0, \ldots, a_{n-1}$ such that the equation represents the data as closely as possible.

But what does “as closely as possible” even mean?

In 1829 Carl Friedrich Gauss asserted that it is physically sound and mathematically convenient to say that the best-fit minimizes the sum of the squares of the errors between the data and the model regression. So to find estimates for the parameters, we would like to minimize the sum of the squares of the residual errors $r_i$ between the data, $y_i$, and the model, $\hat{y}(x_i; a)$.

$$r_i = \hat{y}(x_i; a) - y_i.$$  

Furthermore, the error should be more heavily weighted with the high-accuracy (small measurement error) data and less heavily weighted with the low-accuracy (large measurement error) data. This fit criterion is called the weighted sum of the squared residuals (WSSR), also called the chi-squared error,

$$\chi^2(a) = \sum_{i=1}^{m} \frac{(\hat{y}(x_i; a) - y_i)^2}{\sigma_{y_i}^2}.$$  

An equivalent expression for $\chi^2(a)$ may be written in terms of the vectors $y$ and $a$, the matrix of model basis vectors $X$, and the measurement error covariance matrix $V_y$ in which $V_{y,ii} = \sigma_{y_i}^2$.

$$\chi^2(a) = \{Xa - y\}^T V_y^{-1} \{Xa - y\},$$  

$$= a^T X^T V_y^{-1} Xa - 2a^T X^T V_y^{-1} y + y^T V_y^{-1} y.$$  

Prove to yourself that if $V_y$ is the diagonal matrix of variances of $y$, $\sigma_{y_i}^2$, then equation (11) is equivalent to equation (10). Equation (11) is a generalization of (10) that accounts for the possibility of correlated measurement errors.

Note that any weighted least squares problem can be scaled to an unweighted least squares problem as long as the weighting matrix is symmetric and positive-definite. Decomposing the weighting matrix into Cholesky factors, $V_y^{-1} = R^T R$, and defining $\bar{y} = Ry$ and $\bar{X} = RX$, any weighted criterion (11) is equivalent to the unweighted criterion, with no loss of generality.

$$\chi^2(a) = \{\bar{X}a - \bar{y}\}^T \{\bar{X}a - \bar{y}\}.$$
3 Complete Solution to a Linear Least-Squares problem

The elements of a complete parameter estimation analysis are:

1. the numerical values of the parameter estimates, \( \hat{a} \) that minimize an error criterion;
2. the function or model evaluated with the parameter estimates, \( \hat{y}(x; \hat{a}) \);
3. values for goodness-of-fit criteria;
4. the parameter covariance matrix, \( V_\hat{a} \);
5. the standard error of the parameters, \( \sigma_\hat{a} \); and
6. the standard error of the fit, \( \sigma_\hat{y} \).

3.1 The least-squares fit parameters and the best-fit model

The \( \chi^2 \) error function is minimized with respect to the parameters \( a \), by solving the system of equations

\[
\frac{\partial \chi^2}{\partial a} \bigg|_{a=\hat{a}} = 0 \\
X^TV_y^{-1}X\hat{a} - X^TV_y^{-1}y = 0 \\
\hat{a} = [X^TV_y^{-1}X]^{-1}X^TV_y^{-1}y
\]  

Equation (12) provides the ordinary linear least square estimate of the parameters from the measured data, \( y \), the data covariance matrix \( V_y \), and the system matrix, \( X \). In many cases we do not know the standard deviation of each measurement error individually, (or their correlations). So it is common to assume that every measurement has the same distribution of measurement errors and that the measurement errors are uncorrelated. With these assumptions, \( V_y = \sigma_y^2I \). Substituting this into equation (12), we find that in the case of equal and uncorrelated measurement error, the parameter estimates are independent of the measurement error.

\[
\hat{a} = \left[ X^T \frac{1}{\sigma_y^2} X \right]^{-1} X^T \frac{1}{\sigma_y^2} y \\
\hat{a} = [X^TX]^{-1}X^Ty.
\]  

Once the parameter estimates are found, the best fit model is easily computed using

\[
\hat{y}(x; \hat{a}) = X\hat{a} = \left[ X \left[ X^TX \right]^{-1} X^T \right] y,
\]  

which is a projection of the data \( y \) onto the vector space of the model via the projection matrix, \( \Pi_X \), \( \hat{y} = X\hat{a} = \Pi_X y \).
### 3.2 Goodness of fit criteria

The $R^2$ goodness-of-fit criterion compares the variability in the measurements not explained by the model to the total variability in the measurements.

$$R^2 = 1 - \frac{\sum [y_i - \hat{y}(x_i; \hat{a})]^2}{\sum [y_i - \bar{y}]^2}, \quad (16)$$

where $\bar{y}$ is the average value of the measured data values. The $R^2$ criterion is the ratio of the variability in the data that is not explained by the model to the total variability in the data. A value of $R^2 = 0$ means that the model does not explain the measurement variability any better than the mean measurement value; a negative value of $R^2$ means that the model explains the measurement variability worse than the mean measurement value, and a value of $R^2 = 1$ means that all of the variability in the data is fully explained by the model, i.e., there is no unexplained measurement variability. The Pearson correlation coefficient between the data $(y_1, \ldots, y_m)$ and the model $(\hat{y}(x_i; \hat{a}), \ldots, \hat{y}(x_m; \hat{a}))$ is also a useful goodness of fit criterion.

### 3.3 The Covariance and standard error of the parameters

Because $\chi^2$ is the error criterion, the value of $\chi^2$ quantifies the quality of the fit. The value of $\chi^2$ can be normalized to a value that is more broadly meaningful. The unbiased estimate of the variance of the unweighted residuals is

$$\sigma_r^2 = \{X\hat{a} - y\}^T \{X\hat{a} - y\} / (m - n). \quad (17)$$

In the absence of any other information on the variance of the data, $V_y$, $\hat{a}$ can be computed without weighting the residuals, i.e., using $V_y = I_m$. If the resulting residuals are uncorrelated Gaussian random variables with a mean of zero, this estimate of the variance of the residuals can be interpreted as measurement error, $V_y = \sigma_r^2 I_m$.

The covariance matrix of the parameter estimates, $V_{\hat{a}}$, is a direct application of (4)

$$V_{\hat{a}} = \begin{bmatrix} \frac{\partial \hat{a}}{\partial y} V_y \frac{\partial \hat{a}}{\partial y} \end{bmatrix}^T = [X^TV_y^{-1}X]^{-1}X^TV_y^{-1}V_yV_y^{-1}X[X^TV_y^{-1}X]^{-1} = [X^TV_y^{-1}X]^{-1}[X^TV_y^{-1}X][X^TV_y^{-1}X]^{-1} = [X^TV_y^{-1}X]^{-1}. \quad (18)$$

This covariance matrix is sometimes called the error propagation matrix, as it indicates how random measurement errors in the data $y$, as described by $V_y$, propagate to the model coefficients $\hat{a}$. The standard error of the parameters, $\sigma_{\hat{a}}$, is the square-root of the diagonal of the parameter covariance matrix. The standard error of the parameters is used to determine confidence intervals for the parameters,

$$\hat{a} - t_{1-\alpha/2} \sigma_{\hat{a}} \leq a \leq \hat{a} + t_{1-\alpha/2} \sigma_{\hat{a}}, \quad (19)$$

where $1 - \alpha$ is the desired confidence level, and $t$ is the Student-t statistic. When the number of measurement values is much larger than the number of estimated parameters ($m - n > 100$), use $t = 1.96$ for 95% confidence intervals and $t = 1.645$ for 90% confidence intervals, otherwise the value of $t$ also depends on $(m - n)$. 
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3.4 The standard error of the model, $\hat{y}(x; \hat{a})$

As in the computation of the parameter covariance, the covariance of the model, $V_\hat{y}$, is a direct application of (4). The variability in the fit is due to variability in the parameters, $V_\hat{a}$, which, in turn is due to variability in the data. Again applying equation (4),

$$V_\hat{y} = \left[ \frac{\partial \hat{y}}{\partial a} \right] V_\hat{a} \left[ \frac{\partial \hat{y}}{\partial a} \right]^T,$$

$$= X V_\hat{a} X^T.$$  (20)

Note that $V_\hat{y}$ is a rank-$n$, $m$-by-$m$ matrix. Since $n < m$, $V_\hat{y}$ is not invertable. So usually only the diagonal of $V_\hat{y}$ is retained. The standard error of the fit, $\sigma_\hat{y}$, is the square-root of the diagonal of $V_\hat{y}$, and is used to determine confidence intervals for the fit.

$$\hat{y}(x; \hat{a}) - t_{1-\alpha/2} \sigma_\hat{y} \leq y \leq \hat{y}(x; \hat{a}) + t_{1-\alpha/2} \sigma_\hat{y}.  \hspace{1cm} (21)$$

The standard prediction error must account for both the standard error of the fit and the variability of the data.

$$V_{\hat{y}p} = V_\hat{y} + V_y = X V_\hat{a} X^T + V_y$$  (22)

The standard prediction error, $\sigma_{\hat{y}p}$, is the square-root of the diagonal of $V_{\hat{y}p}$. 
3.5 Least squares estimation and maximum likelihood estimation

The probability of obtaining the sample of data that was actually measured \((y_1, \ldots, y_m)\) for any given model \(Xa\) is called the *likelihood* of the data for the certain model \(Xa\). It is defined as the probability of the residual values \((r_1, \ldots, r_m)\) in a joint Gaussian distribution of (assumed) zero mean and covariance \(V_r\). For a given (certain) model \(Xa\), the covariance \(V_r\) of the residuals \((Xa - y)\) is the same as the covariance of the data \(V_y\).

\[
L(r) = f_{\hat{r}_1, \ldots, \hat{r}_m}(r_1, \ldots, r_m; a_1, \ldots, a_n) = \frac{1}{\sqrt{|2\pi V_y|}} \exp \left( -\frac{1}{2} r^T V_y^{-1} r \right)
\]

\[
= \frac{1}{\sqrt{|2\pi V_y|}} \exp \left( -\frac{1}{2} \{Xa - y\}^T V_y^{-1} \{Xa - y\} \right)
\]

\[
= \frac{1}{\sqrt{|2\pi V_y|}} \exp \left( -\frac{1}{2} \chi^2(a) \right).
\] (23)

Maximizing the likelihood of observing the data \(y_1, \ldots, y_m\) over the set of model parameters \(a_1, \ldots, a_n\), is equivalent to minimizing the Chi-squared objective (11) over the set of model parameters.

\[
\chi^2(a) = \{Xa - y\}^T V_y^{-1} \{Xa - y\},
\]

So, assuming the residuals are normally distributed and if the generalized least squares problem was fit using the covariance of the measurements (or by setting \(V_y = \sigma_r I_m\) for any \(\sigma_r\)), the least squares estimate \(\hat{a}\) is also a maximum likelihood estimate.

Further, if the residuals are uncorrelated, then the maximum likelihood of the residuals \((\hat{r}_1, \ldots, \hat{r}_m)\) of the (fit) model \(X\hat{a}\) is

\[
L(\hat{a}) = f_{\hat{r}_1, \ldots, \hat{r}_m}(\hat{r}_1, \ldots, \hat{r}_m; \hat{a}_1, \ldots, \hat{a}_n) = \prod_{j=1}^m f_{\hat{r}_j}(\hat{r}_j; \hat{a}_1, \ldots, \hat{a}_n)
\]

and the maximum log-likelihood for normally-distributed and uncorrelated residuals is

\[
\ln L(\hat{a}) = \sum_{j=1}^m \ln f_{\hat{r}_j}(\hat{r}_j; \hat{a}) = -\frac{1}{2} \ln (2\pi |\text{diag}(V_r)|) - \frac{1}{2} \chi^2(\hat{a}_1, \ldots, \hat{a}_n)
\] (24)

The Akaike Information Criterion (AIC\((n)\)) indicates the balance between the \(\chi^2\) error criterion and the complexity of the model. For a model with \(n\) coefficients, and normally distributed and uncorrelated residuals,

\[
\text{AIC}(n) = -2 \ln L(\hat{a}) + 2n = \ln (2\pi |\text{diag}(V_r)|) + \chi^2(\hat{a}) + 2n
\] (25)

As the model complexity \((n)\) increases \(\chi^2(\hat{a}_1, \ldots, \hat{a}_n)\) decreases, but \(2n\) increases. The “best” model complexity \((n)\) minimizes AIC\((n)\).
4 Implementation — mypolyfit.m

A polynomial model

\[ \hat{y}(x; a) = \sum_{k=1}^{n} a_k x^{p_k} \]  

(26)

has coefficients \( a_k \) and basis functions \( x^{p_k} \) where the exponents (powers) \( p_k \) of each term are user-selected and may be any real number.

Fitting such polynomial models to data points \( (x_i, y_i) \), \( i = 1, \ldots, m \) is carried out in the downloadable .m-function mypolyfit.m shown below.

```matlab
function [a, x_fit, y_fit, Sa, Sy_fit, Ra, R2, Vr, AIC, condNo] = mypolyfit(x, y, p, figNo, Sy, rof, b)
% [a, x_fit, y_fit, Sa, Sy_fit, Ra, R2, Vr, AIC, condNo] = mypolyfit(x, y, p, figNo, Sy, rof, b)

% fit a power-polynomial, \( y_{\text{fit}}(x; a) \) to data pairs \((x, y)\) where
% which minimizes the Chi-square error criterion, \( X_2 \).

% \( X_2 = \sum_{k=1}^{\text{length}(x)} \left( \left( y_{\text{fit}}(x_k; a) - y_k \right)^2 / Sy_k^2 \right) \)
% where \( Sy_k \) is the standard error of the \( k \)-th data point.

% INPUT
%--------------------------
% x known vector of the independent variables, (1xm)
% y measured vector of the dependent variables, (1xm)
% p vector of the real power of \( x (x^p) \) of each term (1xn)
% figNo figure number. Use 0 to suppress plotting 0
% Sy measurement errors for each value of \( y \) (1x1) or (1xm) 1
% rof range of the fit (1x2) \([xMin, xMax]\)
% b regularization constant 0

% OUTPUT
%--------------------------
% a values of the polynomial coefficients
% x_fit values of \( x \) within the range of \textit{fit} \( x \)
% y_fit polynomial at values of \( x_{\text{fit}} \)
% Sa standard errors of polynomial coefficients
% Sy_fit standard errors of the curve-\textit{fit}
% Ra parameter correlation matrix
% R2 \( R^2 \)-squared error criterion
% Vr unbiased estimate of unweighted residuals
% AIC Akaike information criterion
% condNo condition number of the regularized system matrix
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if (length(x) ~= length(y))
    error('the length of x must equal the length of y ');
    return
end

ee = 0.05;
rof = [min(x), max(x)]*[1+ee -ee; -ee 1+ee]; % extrapolated range of fit
if nargin < 4, figNo = 0; end % default figure number
if nargin < 5, Sy = 1.0; end % default measurement error
if nargin < 6, rof = rof; end % default range of the fit
if nargin < 7, b = 0.0; end % default regularization parameter
```
if any(Sy <= 0)                         % ensure that all values of Sy are positive
   Sy(find(Sy<=0)) = 1.0;               % use Vr to compute invVy, Va, and Sy_fit
end

x = x(:);                              % make "x" a column-vector
y = y(:);                              % make "y" a column-vector
p = p(:);                              % make "p" a column-vector

Nd = length(x);                        % number of data points
Np = length(p);                        % number of parameters
Nf = 100;                              % number of values in the fit
x_fit = linspace(rof(1), rof(2), Nf)'; % x values for the fit

ISy = eye(Nd)./(Sy.ˆ2);               % inverse of the measurement error covariance, Vy

X = zeros(Nd,Np);                     % allocate memory for the model basis vectors
X_fit = zeros(Nf,Np);                 % allocate memory for the model basis vectors

for i=1:Np
   X(:,i) = x.^p(i);                  % the matrix of model basis vectors
   X_fit(:,i) = x_fit.^p(i);          % the matrix of model basis vectors
end

condNo = cond(X'*ISy*X + b*eye(Np));  % condition number

a = inv(X'*ISy*X + b*eye(Np)') * X'*ISy*y;  % least squares parameters
y_fit = X_fit*a;                        % least squares fit

Vr = sum((y-X*a).^2) / (Nd-Np);         % unbiased variance of unweighted residuals

if nargin < 5
   invVy = eye(Nd) / Vr;           % measurement error covariance computed from residuals
else
   invVy = ISy;                     % measurement error covariance provided by user
end

Va = inv(X'*invVy*X + b*eye(Np)');     % estimated parameter covariance

if b ~= 0
   Va = Va + (X'*ISy*Vy*ISy*X) * Va; % parameter covariance w/ regularization
end

Sa = sqrt(diag(Va));                  % standard error of the parameters
Ra = Va ./ (Sa * Sa');                 % parameter cross-correlation matrix

Sy_fit = sqrt(diag(X_fit*Va*X_fit'));  % standard error of the fit

R2 = 1 - sum( (y-X*a).^2 ) / sum( (y-sum(y)/Nd).^2 ); % R-squared = correlation

AIC = log(2*pi*Np*Vr) + (X*a-y)'*invVy*(X*a-y) + 2*Np;

disp(' p  a +/- da (percent) ')
disp('--------------------------------------------------------')

for i=1:Np
   if rem(p,i) == 0
      fprintf( ' a[%2d] = %11.3e; +/- %10.3e (%7.2f %\%)
', p(i), a(i), Sa(i), 100*Sa(i)/abs(a(i)) );
   else
      fprintf( ' %8.2f : %11.3e +/- %10.3e (%7.2f %\%)
', p(i), a(i), Sa(i), 100*Sa(i)/abs(a(i)) );
   end
end

% cbnd
% H.P. Gavin March 6, 2024
5 Example

A polynomial model

\[ \hat{y}(x; a) = \sum_{k=1}^{n} a_k x^{p_k} \]

is fit to the data shown in Figures 1 and 2, using `mypolyfit.m`. A polynomial using exponents of 0, 1, 2, 3 and 4 results in the fit shown in Figure 1, and the coefficient values and statistics shown below.

![Figure 1. Example of linear least squares fitting, with exponents of 0, 1, 2, 3 and 4](image)

<table>
<thead>
<tr>
<th>p</th>
<th>a</th>
<th>+/- da (percent)</th>
</tr>
</thead>
<tbody>
<tr>
<td>a[ 0]</td>
<td>-7.936e-01;</td>
<td>+/- 6.217e-02 ( 7.83 %)</td>
</tr>
<tr>
<td>a[ 1]</td>
<td>-7.078e-03;</td>
<td>+/- 1.401e-01 (1979.75 %)</td>
</tr>
<tr>
<td>a[ 2]</td>
<td>5.528e+00;</td>
<td>+/- 3.718e-01 ( 6.73 %)</td>
</tr>
<tr>
<td>a[ 3]</td>
<td>1.076e+00;</td>
<td>+/- 2.039e-01 ( 18.94 %)</td>
</tr>
<tr>
<td>a[ 4]</td>
<td>-4.535e+00;</td>
<td>+/- 3.964e-01 ( 8.74 %)</td>
</tr>
</tbody>
</table>

Given the model statistics \( \hat{V}_a, \hat{V}_\hat{y} \) and \( \hat{\sigma}_a \) (da in the table above) the model terms (model basis functions) may be assessed for their significance and certainty.

Note that the coefficient for the \( x^1 \) term is small and uncertain, \( |\sigma_{\hat{a}_1}/\hat{a}_1| \approx 1979\% \).

Eliminating model terms with insignificant and uncertain parameter values (e.g., having a coefficient of variation (\( |\sigma_{\hat{a}}/\hat{a}| \)) greater than 1.0) reduces the order of the model as well as the variance of the residuals and the variance of the model \( \hat{V}_\hat{y} \).
Eliminating the small and uncertain $x^1$ term from the curvefit polynomial results in essentially the same residual standard deviation (0.21) which is close to the value used in simulation (0.20), the same value of $R^2$ (0.93), about the same AIC (45), and similar confidence intervals on the fit, but without the uncertain $x^1$ term and with a more certain $x^3$ term.

The extrapolation beyond $x = 1$ has more to do with the curve-fit function than the data. The larger confidence intervals for $x > 1$ and $x < 1$ indicate that the model has larger uncertainty in those ranges of $x$.

![Graph](image)

**Figure 2.** Example of linear least squares fitting, with exponents of 0, 2, 3 and 4

<table>
<thead>
<tr>
<th>$p$</th>
<th>$a$</th>
<th>$+/-$</th>
<th>$da$</th>
<th>(percent)</th>
</tr>
</thead>
<tbody>
<tr>
<td>a[0]</td>
<td>$-7.936e-01$;</td>
<td>$+/-$</td>
<td>$6.130e-02$</td>
<td>(7.72%)</td>
</tr>
<tr>
<td>a[2]</td>
<td>$5.528e+00$;</td>
<td>$+/-$</td>
<td>$3.666e-01$</td>
<td>(6.63%)</td>
</tr>
<tr>
<td>a[3]</td>
<td>$1.067e+00$;</td>
<td>$+/-$</td>
<td>$8.023e-02$</td>
<td>(7.52%)</td>
</tr>
<tr>
<td>a[4]</td>
<td>$-4.535e+00$;</td>
<td>$+/-$</td>
<td>$3.909e-01$</td>
<td>(8.62%)</td>
</tr>
</tbody>
</table>

The improvement in the model certainty, $|\sigma_a/\hat{a}|$, is clearly evident. The small changes in $\sigma_r$, the AIC, $R^2$ by themselves would not warrant dropping the $x^1$ term.

The code used to produce these examples is on the next page.
6 What could possibly go wrong?

In fitting a model to data we hope for precise estimates of the model parameters, that is parameter estimates that are relatively unaffected by measurement noise. The precision of the model parameters is quantified by the parameter covariance matrix, equation (18), from which the standard error of the model parameters are computed. Large parameter covariance can result from noisy measurements, a poorly conditioned basis for the model, or both. If two or more vectors that form the columns of $X$ (the basis of the model) are nearly linearly dependent then the estimates of the coefficients corresponding to those columns of $X$ will be significantly affected by noise in the data, and those parameters will have broad confidence intervals. Ill-conditioned matrices have a very small determinant (for square matrices) or very large condition numbers.

These concepts are addressed in more detail in subsequent sections, which describe four methods to obtain tighter confidence intervals in the model parameters: scaling, orthogonal polynomials, regularization, and singular value decomposition.
7 Scaling to Improve Conditioning

Consider fitting an \( n \) degree polynomial to data over an interval \([\alpha, \beta]\). This typically involves finding the pseudo-inverse of a Vandermonde matrix of the form

\[
X = \begin{bmatrix}
1 & \alpha & \alpha^2 & \ldots & \alpha^n \\
1 & \alpha + h & (\alpha + h)^2 & \ldots & (\alpha + h)^n \\
1 & \alpha + 2h & (\alpha + 2h)^2 & \ldots & (\alpha + 2h)^n \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
1 & \beta - 2h & (\beta - 2h)^2 & \ldots & (\beta - 2h)^n \\
1 & \beta - h & (\beta - h)^2 & \ldots & (\beta - h)^n \\
1 & \beta & \beta^2 & \ldots & \beta^n \\
\end{bmatrix}
\]

(27)

where the independent variable is uniformly sampled with a sample interval of \( h \). The following table indicates the condition number of \( [X^T X] \) for various polynomial degrees and fitting intervals.

<table>
<thead>
<tr>
<th>( n )</th>
<th>( \det([X^T X]) ) with ( \alpha = 0, \beta = 1 )</th>
<th>( \det([X^T X]) ) with ( \alpha = -1, \beta = 1 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>( 10^2 )</td>
<td>( 10^1 )</td>
</tr>
<tr>
<td>4</td>
<td>( 10^{-2} )</td>
<td>( 10^3 )</td>
</tr>
<tr>
<td>6</td>
<td>( 10^{-11} )</td>
<td>( 10^2 )</td>
</tr>
<tr>
<td>8</td>
<td>( 10^{-24} )</td>
<td>( 10^{-2} )</td>
</tr>
</tbody>
</table>

This table illustrates that the conditioning of the Vandermonde matrix for polynomial fitting depends upon the interval over which the data is to be fit. To explore this idea further, consider the Vandermonde matrix for power polynomial curve-fitting over the domain \([-L, L]\). The condition number of \( X \) for various polynomial degrees (\( n \)) and intervals, \( L \) is shown in the figure 3. This figure illustrates that the interval that minimizes the condition number of \( X \) depends upon the polynomial degree \( n \). The minimum condition number is plotted with respect to the polynomial degree in figure 4, along with a curve-fit. To minimize the condition number of the Vandermonde matrix for curve-fitting a \( n \)-th degree polynomial, the curve-fit should be carried out over the domain \([-L, L] \), where \( L = 1.14 + 0.62/n \). So, if we change variables before doing the curve-fit to an interval \([-L, L] \) then our results will be more accurate, i.e., less susceptible to the errors of finite precision calculations.

Consider two related polynomials for the same function

\[
\hat{y}(x; a) = \sum_{k=0}^{n} a_k x^k \quad a \leq x \leq b \tag{28}
\]

\[
\hat{y}(u; b) = \sum_{k=0}^{n} b_k u^k \quad -L \leq u \leq L \tag{29}
\]
Figure 3. Condition number of Vandermonde matrices for power polynomials.

Figure 4. Scaling interval that minimizes the condition number for power polynomial fitting.

with the linear mappings

\[ x = \frac{1}{2} (\alpha + \beta) + \frac{1}{2} (\alpha - \beta) \frac{u}{L} \]  
\[ u = \frac{2L}{\alpha - \beta} x + \frac{\alpha + \beta}{\beta - \alpha} L = qx + r, \]  

then

\[ y = \sum_{k=1}^{n} b_k (qx + r)^k \quad -L \leq x \leq L \]  

Solving the least squares problem for the coefficients \( b_k \) is more accurate than solving the least squares problem for the coefficients \( a_k \). Then, given a set of coefficients \( b_k \), along with
\( \alpha \) and \( \beta \), the coefficients \( a_k \) are recovered from

\[
a_k = \sum_{j=k}^{n} b_j \prod_{i=0}^{j-1} \left( \frac{j - i}{j - k} \right) \left( \frac{2L}{a - b} \right)^k \left( \frac{L - a}{b - a} \right)^{j-k}
\]

(33)

8 Scaling Randomly Distributed Multivariate Data

Consider fitting a function \( \hat{y} \) to \( p \) observations of multivariate data \((x_i, y_i), (i = 1, ..., p)\) where, in general, \( x_i \) and \( y_i \) are row-vectors of dimension \( q \) and \( r \) respectively, and are jointly distributed with a joint CDF \( F_{XY}(\{x, y\}) \). Each observation \((x_i, y_i)\) may be transformed to the interval \((0:1)\) through the joint distribution function \( u_i = F_{XY}(\{x_i, y_i\}) \) and may be transformed to uncorrelated standard normal variables through the inverse standard normal distribution function

\[
z_i = \Phi^{-1}[F_{XY}(\{x_i, y_i\})] ,
\]

(34)

where \( u_i \) and \( z_i \) have dimension \( p + q \).

For example, if the multivariate data \( x \) and \( y \) are presumed to be correlated and log-normally distributed, they may be scaled into decorrelated standard normal variables \( z \) as follows:

1. Estimate the mean \( m_{xy} \) and covariance \( V_{xy} \) of the log-transformed variables, \( \log_{10}(\{x, y\}) \)

\[
m_{xy} = \frac{1}{p} \sum_{i=1}^{p} \log_{10}(\{x_i, y_i\})
\]

\[
V_{xy} = \frac{1}{p - 1} \sum_{i=1}^{p} [\log_{10}(\{x_i, y_i\}) - m_{xy}]^T [\log_{10}(\{x_i, y_i\}) - m_{xy}] 
\]

2. Compute a decomposition of the covariance matrix \( V_{xy} \).

\[
V_{xy} = BB^T
\]

3. Decorrelate the log-transformed data

\[
z_i = [\log_{10}(\{x_i, y_i\})] B^{-T}
\]

4. Fit a multivariate model \([\hat{z}_{q+1}, ..., \hat{z}_{q+r}]\) as a function of \([z_1, ..., z_q]\).

5. Transform \([\hat{z}_{q+1}, ..., \hat{z}_{q+r}]\) back to \( \hat{y} \)

\[
\hat{y} = \exp_{10} \left( [z_1, ..., z_q, \hat{z}_{q+1}, ..., \hat{z}_{q+r}] \hat{B}^T + \hat{m}_{xy} \right)
\]

where \( \exp_{10}(z) = 10^z \), \( \hat{B} \) is rows \( q + 1 \) to \( q + r \) (the last \( r \) rows) of \( B \), and \( \hat{m}_{xy} \) contains the last \( r \) elements of \( m_{xy} \).
9 Orthogonal Polynomial Bases

The previous section shows that the ill-conditioned bases of high-order power polynomials can be partially improved by mapping the domain to $[-1 : 1]$.

If conditioning remains a problem after mapping the domain, the power polynomial basis can be replaced with a basis of orthogonal polynomials, for which $[X^T W X]$ is diagonal for certain diagonal matrices $W$ that are determined from the selected basis of orthogonal polynomials.

A set of functions, $f_i(x)$, $i = 0, \cdots, n$, is orthogonal with respect to some weighting function, $w(x)$ in an interval $\alpha \leq x \leq \beta$ if

$$\int_{\alpha}^{\beta} f_i(x) w(x) f_j(x) \, dx = \begin{cases} 0 & i \neq j \\ P_i > 0 & i = j \end{cases}$$

Furthermore, a set of functions is orthonormal if $P_i = 1$. Division by $\sqrt{P_i}$ normalizes the set of orthogonal functions, $f_i(x)$. For example, the sine and cosine functions are orthogonal.

$$\int_{-\pi}^{\pi} \cos mx \sin nx \, dx = 0 \quad \forall \ m, n$$

$$\int_{-\pi}^{\pi} \cos mx \cos nx \, dx = \begin{cases} 2\pi & m = n = 0 \\ \pi & m = n \neq 0 \\ 0 & m \neq n \end{cases}$$

$$\int_{-\pi}^{\pi} \sin mx \sin nx \, dx = \begin{cases} 2\pi & m = n = 0 \\ \pi & m = n \neq 0 \\ 0 & m \neq n \end{cases}$$

An orthogonal polynomial, $f_n(x)$ (of degree $n$) has $n$ real distinct roots within the domain of orthogonality. The $n$ roots of $f_n(x)$ are separated by the $n - 1$ roots of $f_{n-1}(x)$. All orthogonal polynomials satisfy a recursion relationship

$$A_{k+1} f_{k+1}(x) = B_{k+1} x f_k(x) + C_{k+1} f_k(x) + D_{k+1} f_{k-1}(x), \quad k \geq 1$$

which is often useful in generating numerical values for the polynomial basis.
9.1 Examples of Orthogonal Polynomials

9.1.1 Legendre polynomials

The set of Legendre polynomials, $P_k(x)$, solve the ordinary differential equation

$$
\left[(1-x^2)P_k'(x)\right]' + k(k-1)P_k(x) = 0
$$

and arises in solution to Laplace’s equations in spherical coordinates. They are orthogonal over the domain $[-1, 1]$ with respect to a unit weight.

$$
\int_{-1}^{1} P_m(x) P_n(x) \, dx = \begin{cases} 
\frac{2}{2n+1} & m = n \\
0 & m \neq n 
\end{cases}
$$

(40)

The recursion relationship is

$$(k + 1)P_{k+1}(x) = (2k + 1)xP_k(x) + kP_{k-1}(x) = 0,$$

(41)

with $P_0(x) = 1$, $P_1(x) = x$, and $P_2(x) = (3/2)x^2 - 1/2$. 

![Legendre polynomials](image-url)
9.1.2 Hermite functions

The set of Hermite functions, \( \psi_k(x) \), solve the Schrödinger equation

\[
\psi_k''(x) + (2k + 1 - x^2) \psi_k(x) = 0
\]

They are orthogonal over the domain \([-\infty, \infty]\) with respect to a unit weight.

\[
\int_{-\infty}^{\infty} \psi_m(x) \psi_n(x) \, dx = \begin{cases} 1 & m = n \\ 0 & m \neq n \end{cases} \tag{42}
\]

The recursion relationship is

\[
\sqrt{\frac{k+1}{2}} \psi_{k+1}(x) = -x \psi_k(x) + \sqrt{\frac{k}{2}} \psi_{k-1}(x) \tag{43}
\]

with

\[
\begin{align*}
\psi_0(x) &= \pi^{-1/4} e^{-x^2/2}, \\
\psi_1(x) &= \sqrt{2\pi}^{-1/4} x \ e^{-x^2/2} \\
\psi_2(x) &= \left(\sqrt{2\pi}^{-1/4}\right)^{-1} (2x^2 - 1) \ e^{-x^2/2}
\end{align*}
\]

Figure 6. Hermite functions are orthogonal to a unit weight over the domain \([-\infty, \infty]\).
9.1.3 Forsythe polynomials

Forsythe polynomials, \( F_k(x) \) are orthogonal over an arbitrary domain \([\alpha, \beta]\) with respect to an arbitrary weight, \( w(x) \). Weights used in curve-fitting are typically the magnitude square of the data or the inverse of the measurement error of each data point. The recursive generation of Forsythe polynomials is similar to Graham-Schmidt orthogonalization.

\[
F_0(x) = 1 \tag{44}
\]
\[
F_1(x) = xF_0(x) - C_1 F_0(x) = x - C_1 \tag{45}
\]

Applying the orthogonality condition to \( F_0(x) \) and \( F_1(x) \),

\[
\int_\alpha^\beta F_0(x) \: w(x) \: F_1(x) \: dx = 0 \tag{46}
\]

leads to the condition

\[
\int_\alpha^\beta x \: w(x) \: dx = C_1 \int_\alpha^\beta w(x) \: dx. \tag{47}
\]

Higher degree polynomials are found by substituting the recursion relationship

\[
F_{k+1}(x) = xF_k(x) - C_{k+1} F_k(x) - D_{k+1} F_{k-1}(x). \tag{48}
\]

into the orthogonality condition

\[
\int_\alpha^\beta F_{k+1}(x) \: w(x) \: F_k(x) \: dx = 0 \tag{49}
\]

and solving for \( C_{k+1} \) and \( D_{k+1} \) to obtain

\[
C_{k+1} = \frac{\int_\alpha^\beta x \: w(x) \: F_k^2(x) \: dx}{\int_\alpha^\beta w(x) \: F_k^2(x) \: dx} \tag{50}
\]
\[
D_{k+1} = \frac{\int_\alpha^\beta x \: w(x) \: F_k(x) \: F_{k-1} \: dx}{\int_\alpha^\beta w(x) \: F_{k-1}^2(x) \: dx} \tag{51}
\]
Figure 7. Forsythe polynomials on $[-1, 1]$ orthogonal to $w(x) = \frac{0.2x^2}{(x^2 - 0.25)^2 + 0.2x^2}$

Figure 8. Chebyshev polynomials
9.1.4 Chebyshev polynomials

Chebyshev polynomials $T_k(x)$ are defined by the trigonometric expression

$$T_k(x) = \cos(k \arccos x), \quad (53)$$

solve of the ordinary differential equation,

$$(1 - x^2)T''_k(x) - xT'_k(x) + k^2 T_k(x) = 0,$$

and are orthogonal with respect to $w(x) = (1 - x^2)^{-1/2}$ over the domain $[-1, 1]$.

$$\int_{-1}^{1} T_m(x) \frac{1}{\sqrt{1-x^2}} T_n(x) \, dx = \begin{cases} \pi & m = n = 0 \\ \pi/2 & m = n \neq 0 \\ 0 & m \neq n \end{cases} \quad (54)$$

The discrete form of the orthogonality condition for Chebyshev polynomials a special definition because the weighting function for Chebyshev polynomials is not defined at the end-points. Given the $P$ real roots of $T_p(x)$, $t_p$, $p = 1, \ldots, P$, the discrete orthogonality relationship for Chebyshev polynomials is

$$\sum_{p=1}^{P} T_m(t_p) T_n(t_p) = \begin{cases} P & m = n = 0 \\ P/2 & m = n \neq 0 \\ 0 & m \neq n \end{cases} \quad (55)$$

where

$$t_p = \cos \left( \pi \frac{p - 1/2}{P} \right) \quad \text{for} \quad p = 1, \ldots, P$$

Note that the discrete orthogonality relationship, equation (55) is exact, and is not a trapezoidal-rule approximation to the continuous orthogonality relationship, equation (54).

The recursion relationship for Chebyshev polynomials is simply

$$T_{k+1}(x) = 2x T_k(x) + T_{k-1}(x). \quad (56)$$

Chebyshev polynomials are often associated with an “equi-ripple” or “mini-max” property. If an approximation $\hat{f}(x) \approx \sum_{k=0}^{N} c_k T_k(x)$ has an error $e = y(x) - \hat{y}(x)$ that is dominated by $T_{N+1}(x)$, then the maximum of the approximation error is roughly minimized. This desirable feature indicates that the error is approximately uniform over the domain of the approximation; that the magnitude of the error is no worse in one part of the domain than in another part of the domain.
9.2 The Application of Orthogonal Polynomials to Curve-Fitting

The benefit of curve-fitting in a basis of orthogonal polynomials is that the normal equations are diagonalized, that the model parameters may be computed directly, without consideration of ill-conditioned systems of equations or numerical linear algebra, and that the parameter errors are uncorrelated.

The cost of curve-fitting in a basis of orthogonal polynomials is that the basis must be constructed in a way that preserves the discrete orthogonality conditions. For Legendre polynomials the values of the independent variables must be uniformly spaced and mapped to the interval \([-1 : 1]\), For Chebyshev polynomials the values of the independent variables must be the roots of a high-order Chebyshev polynomial. In both of these bases the data \(y\) must be interpolated to the specified values of the independent variables. For a Forsythe basis, the data need not be mapped or interpolated.

Consider Chebyshev approximation in which the mapping and interpolation steps have already been carried out.

\[
e_p = y_p - \hat{y}(t_p; c) = y_p - \sum_{k=0}^{n} c_k T_k(t_p)
\]  

which may be written for all \(m\) data points,

\[
\begin{bmatrix}
  e_1 \\
  e_2 \\
  \vdots \\
  e_p
\end{bmatrix} =
\begin{bmatrix}
  y_1 \\
  y_2 \\
  \vdots \\
  y_p
\end{bmatrix} -
\begin{bmatrix}
  1 & T_1(t_1) & T_2(t_1) & \cdots & T_n(t_1) \\
  1 & T_1(t_2) & T_2(t_2) & \cdots & T_n(t_2) \\
  \vdots & \vdots & \vdots & \ddots & \vdots \\
  1 & T_1(t_p) & T_2(t_p) & \cdots & T_n(t_p)
\end{bmatrix}
\begin{bmatrix}
  c_0 \\
  c_1 \\
  \vdots \\
  c_n
\end{bmatrix},
\]

or \(e = y - Tc\). Values \(t_p\) are roots of a high order Chebyshev polynomial and the set of data points \(((x_1, y_1), \ldots, (x_m, y_m))\) have been mapped and interpolated to points \(((t_1, y(t_1)), \ldots, (t_P, y(t_P)))\).

Minimizing the quadratic objective function \(J = \sum e_p^2\) leads to the normal equations

\[
\hat{c} = [T^T T]^{-1} T^T y,
\]

where \([T^T T]\) is diagonal as per the discrete orthogonality relation, equation (55)

\[
[T^T T] =
\begin{bmatrix}
  \sum T_1(t_p)T_1(t_p) & \sum T_1(t_p)T_2(t_p) & \sum T_1(t_p)T_3(t_p) & \cdots & \sum T_1(t_p)T_n(t_p) \\
  \sum T_2(t_p)T_1(t_p) & \sum T_2(t_p)T_2(t_p) & \sum T_2(t_p)T_3(t_p) & \cdots & \sum T_2(t_p)T_n(t_p) \\
  \sum T_3(t_p)T_1(t_p) & \sum T_3(t_p)T_2(t_p) & \sum T_3(t_p)T_3(t_p) & \cdots & \sum T_3(t_p)T_n(t_p) \\
  \vdots & \vdots & \vdots & \ddots & \vdots \\
  \sum T_n(t_p)T_1(t_p) & \sum T_n(t_p)T_2(t_p) & \sum T_n(t_p)T_3(t_p) & \cdots & \sum T_n(t_p)T_n(t_p)
\end{bmatrix}_{sym}
\]

\[
= \begin{bmatrix}
P & 0 & 0 & \cdots & 0 \\
0 & P/2 & 0 & \cdots & 0 \\
0 & 0 & P/2 & \cdots & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
0 & 0 & 0 & \cdots & P/2
\end{bmatrix}
\]
The discrete orthogonality of Chebyshev polynomials is exact to within machine precision, regardless of the number of terms in the summation. Because $[T^T T]$ may be inverted analytically, the curve-fit coefficients may be computed directly from

\begin{align}
\hat{c}_0 &= \frac{1}{P} \sum_{p=1}^{P} y(t_p) \\
\hat{c}_k &= \frac{2}{P} \sum_{p=1}^{P} T_k(t_p) y(t_p), \quad \text{for} \quad k > 0
\end{align}

Also, note that $T_k(t_p) = \cos(k\pi(p - 1/2)/P)$. The cost of the simplicity of the closed-form expression for $c_k$ using the Chebyshev polynomial basis is the need to map the independent variables, $x$ to the Chebyshev interpolation points, $t_p$, within the interval $[-1, 1]$, and to interpolate the data, $y$, to these interpolation points.

Coefficients estimated in an orthogonal polynomial basis have a diagonal covariance matrix. As per equations (60) asymptotic standard errors of the parameters are uncorrelated.
10 Tikhonov Regularization

The goal of regularization is to modify the normal equations \([X^TX]a = X^Ty\) in order to significantly improve its condition number while leaving the solution \(a\) relatively un-changed.

In Tikhonov regularization the least-squares error criterion is augmented with a quadratic term involving the parameters. The effect of Tikhonov regularization is to estimate model parameters while also keeping the model parameters near zero, or near some other set of values. Doing so improves the conditioning of the normal equations.

Consider the over-determined system of linear equations \(y = Xa\) where \(y \in \mathbb{R}^m\) and \(a \in \mathbb{R}^n\), and \(m > n\). We seek the solution \(a\) that minimizes the quadratic objective function

\[
J(a) = ||Xa - y||_P^2 + \beta||a - \bar{a}||_Q^2,
\]  

(63)

where the quadratic vector norm is defined as \(||x||_P^2 = x^TPx\), in which the weighting matrix \(P\) is positive definite, and the Tikhonov regularization factor \(\beta\) is non-negative. If the vector \(y\) is obtained through imprecise measurements, and the measurements of each element of \(y_i\) are statistically independent, then \(P\) is typically a diagonal matrix in which each diagonal element \(P_{ii}\) is the inverse of the variance of the measurement error of \(y_i\), \(P_{ii} = 1/\sigma_{y_i}^2\). If the errors in \(y_i\) are not statistically independent, then \(P\) should be the inverse of the covariance matrix \(V_y\) of the vector \(y\), \(P = V_y^{-1}\). The positive definite matrix \(Q\) and the reference parameter vector \(\bar{a}\) reflect the way in which we would like to constrain the parameters. For example, we may simply want the solution, \(a\) to be near some reference point, \(\bar{a}\), in which case \(Q = I_n\). Alternatively, we may wish some linear function of the parameters \(L_Qa\) to be minimized, in which case \(Q = L_Q^TQ\) and \(\bar{a} = 0\). Expanding the quadratic objective function,

\[
J(a) = a^T X^TPXa - 2a^T XPy + y^TPy + \beta a^T Qa - 2\beta a^T Q\bar{a} + \beta \bar{a}^T Q\bar{a}.
\]  

(64)

The objective function is minimized by setting the first partial of \(J(a)\) with respect to \(a\) equal to zero,

\[
\frac{\partial J(a)}{\partial a}^T = 2X^TPXa - 2X^TPy + 2\beta Qa - 2\beta Q\bar{a} = 0_{n \times 1},
\]  

(65)

and solving for the parameter estimates \(\hat{a}\),

\[
\hat{a}(\beta) = [X^TPX + \beta Q]^{-1}(X^TPy + \beta Q\bar{a}).
\]  

(66)

The meaning of the notation \(\hat{a}(\beta)\) is that the solution \(a\) depends upon the value of the regularization factor, \(\beta\). The regularization factor weights the relative importance of \(||Xa - y||_P^2\) and \(||a - \bar{a}||_Q^2\). For problems in which \(X\) or \(X^TPX\) are ill-conditioned, small values of \(\beta\) (i.e., small compared to the average of the diagonal elements of \(X^TPX\)) can significantly improve the conditioning of the problem.

If the measurement errors of \(y_i\) are not individually known, then it is common to set \(P = I_n\). Likewise, if the \(n\) parameter differences \(a - \bar{a}\) are all equally important, then it is customary to set \(Q = I_n\). Finally, if we have no set of reference parameters \(\bar{a}\), then
it is common to set $\bar{a} = 0$. With these simplifications, the solution is given by $\hat{a}_{(\beta)} = [X^T X + \beta I_n]^{-1} X^T y$, which may be written $\hat{a}_{(\beta)} = X_{(\beta)}^+ y$, where $X_{(\beta)}^+$ is called the regularized pseudo-inverse. In the more general case, in which $P \neq I_n$ and $Q \neq I_n$, but $\bar{a} = 0_{n \times 1}$,

$$X_{(\beta)}^+ = [X^T P X + \beta Q]^{-1} X^T P.$$  

(67)

The dimension of $X_{(\beta)}^+$ is $n \times m$. In a later section we will see that if $L_Q$ is inevitable then we can always scale and shift $X$, $y$, and $a$ with no loss of generality.

10.1 Error Analysis of Tikhonov Regularization

We are interested in determining the covariance matrix of the solution $\hat{a}_{(\beta)}$.

$$V_{\hat{a}(\beta)} = \left[ \frac{\partial \hat{a}_{(\beta)}}{\partial y} \right] V_y \left[ \frac{\partial \hat{a}_{(\beta)}}{\partial y} \right]^T = X_{(\beta)}^T V_y X_{(\beta)}^T$$

$$= [X^T P X + \beta Q]^{-1} X^T P V_y P X [X^T P X + \beta Q]^{-1}$$

$$= [X^T P X + \beta Q]^{-1} X^T P X X^T P X + \beta Q]^{-1},$$  

(68)

where we use $P = V_y^{-1}$. This covariance matrix is sometimes called the error propagation matrix, as it indicates how random errors in $y$ propagate to the estimates $\hat{a}$. Note that in the special case of no regularization ($\beta = 0$),

$$V_{\hat{a}(0)} = [X^T P X]^{-1},$$  

(69)

and that the parameter covariance matrix with regularization is always smaller than that without regularization.

In addition to having propagation errors, the estimate $\hat{a}_{(\beta)}$ is biased by the regularization factor. Let us presume that we know $y$ exactly, and that the exact value of $y$ is $y_e$. The exact solution, without regularization, is $a_e = [X^T P X]^{-1} X^T P y_e$. The regularization error, $\delta a_{(\beta)} = \hat{a}_{(\beta)} - a_e$ (for $\bar{a} = 0$), is

$$\delta a_{(\beta)} = [X_{(\beta)}^+ - X_{(0)}^+] y_e$$

$$= [[X^T P X + \beta Q]^{-1} X^T P - [X^T P X]^{-1} X^T P] y_e$$

$$= [[X^T P X + \beta Q]^{-1} - [X^T P X]^{-1}] X^T P y_e.$$  

(70)

Recall that $a_e = [X^T P X]^{-1} X^T P y_e$, or $X^T P X a_e = X^T P y_e$, so

$$\delta a_{(\beta)} = [[X^T P X + \beta Q]^{-1} - [X^T P X]^{-1}] X^T P X a_e$$

$$= [[X^T P X + \beta Q]^{-1} X^T P X - I_n] a_e$$

$$= [X^T P X + \beta Q]^{-1} [X^T P X + \beta Q - \beta Q] a_e - I_n a_e$$

$$= [X^T P X + \beta Q]^{-1} [X^T P X + \beta Q] a_e - [X^T P X + \beta Q]^{-1} \beta Q a_e - I_n a_e$$

$$= -[X^T P X + \beta Q]^{-1} Q a_e.$$  

(71)

The regularization error $\delta a_{(\beta)}$ equals zero if $\beta = 0$ and increases with $\beta$.

The total mean squared error matrix, $E_{(\beta)}$ is the sum of the parameter covariance matrix and the regularization bias error, $E_{(\beta)} = V_{\hat{a}(\beta)} + \delta a_{(\beta)} \delta a_{(\beta)}^T$. The mean squared error is the trace of $E_{(\beta)}$. 
11 Singular Value Decomposition

Consider a real matrix $X$ that is not necessarily square, $X \in \mathbb{R}^{m \times n}$, with $m > n$. The rank of $X$ is $r$ and $r \leq n$. Let $\lambda_1, \lambda_2, \ldots, \lambda_r$ be the positive eigenvalues of $[X^T X]$, including multiplicity, ordered in decreasing numerical order, $\lambda_1 \geq \lambda_2 \geq \cdots \geq \lambda_r > 0$. The singular values, $\sigma_i$ of $X$ are defined as the square roots of the eigenvalues, $\sigma_i = \sqrt{\lambda_i}$, $i = 1, \cdots, r$.

The singular value decomposition of a matrix $X$ ($X \in \mathbb{R}^{m \times n}$, $m \geq n$) is given by the factorization

$$X = U \Sigma V^T$$

(72)

where $U \in \mathbb{R}^{m \times m}$, $\Sigma \in \mathbb{R}^{m \times n}$ and $V \in \mathbb{R}^{n \times n}$. The matrices $U$ and $V$ are orthonormal, $U^T U = I_m$ and $V^T V = I_n$, and $\Sigma$ is a diagonal matrix of the singular values of $X$, $\Sigma = \text{diag}(\sigma_1, \sigma_2, \ldots, \sigma_n)$. The singular values of $X$ are sorted in a non-increasing numerical order, $\sigma_1 \geq \sigma_2 \geq \cdots \geq \sigma_n \geq 0$. The number of singular values equal to zero is equal to the number of linearly dependent columns of $X$. If $r$ is the rank of $X$ then $n - r$ singular values are equal to zero. The ratio of the maximum to the minimum singular value is called the condition number of $X$, $c_X = \sigma_1 / \sigma_n$. Matrices with very large condition numbers are said to be ill-conditioned. If $\sigma_n = 0$, then $c_X = \infty$ and $X$ is said to be singular, and is non-invertable.

The columns of $U$ and $V$ are called the right and left singular vectors, $U = [u_1 \ u_2 \ \cdots \ u_m]$ and $V = [v_1 \ v_2 \ \cdots \ v_n]$. The left singular vectors $u_i$ are column vectors of dimension $m$ and the right singular vectors $v_i$ are column vectors of dimension $n$. If one or more singular value of $X$ is equal to zero, $r < n$, and the set of right singular vectors $\{v_{r+1}\} \cdots \{v_n\}$ (corresponding to $\sigma_{r+1} = \cdots = \sigma_n = 0$) form an orthonormal basis for the null-space of $X$. The dimension of the null space of $X$ plus the rank of $X$ equals $n$.

The singular value decomposition of $X$ may be written as an expansion of the singular vectors,

$$X = \sum_{i=1}^{n} \sigma_i [u_i v_i^T],$$

(73)

where the rank-1 matrices $[u_i v_i^T]$ have the same dimension as $X$. Also note that $||u_i||_I = ||v_i||_I = 1$. Therefore, the significance of each term of the expansion $\sigma_i u_i v_i^T$ decreases with $i$.

The system of equations $y = Xa$ may be inverted using singular value decomposition: $a = V \Sigma^{-1} U^T y$, or

$$a = \sum_{i=1}^{n} \frac{1}{\sigma_i} v_i u_i^T y.$$  

(74)

The singular values in the expansion which contribute least to the decomposition of $X$ can potentially dominate the solution $a$. An additive perturbation $\delta y$ in $y$ will propagate to a perturbation in the solution, $\delta a = V \Sigma^{-1} U^T \delta y$. The magnitude of $\delta a$ in the direction of $v_i$ is equal to the dot product of $u_i$ with $\delta y$ divided by $\sigma_i$, $v_i^T \delta a = \frac{1}{\sigma_i} u_i^T \delta y$.

(75)

Therefore, perturbations $\delta y$ that are orthogonal to all of the left singular vectors, $u_i$, are not
propagated to the solution. Conversely, any perturbation $\delta a$ in the direction of $v_i$ contributes to $y$ in the direction of $u_i$ by an amount equal to $\sigma_i ||\delta a||$.

If the rank of $X$ is less than $n$, $(r < n)$, the components of $a$ which lie in the space spanned by $\{v_{r+1} \cdots v_n\}$ will have no contribution to $y$. In principle, this means that any component of $y$ in the space spanned by the sub-set of left singular vectors $\{u_{r+1} \cdots u_m\}$ is an “error” or is “noise”, since it can not be obtained using the expression $y = Xa$ for any value of $a$. These components of $y$ are called “noise” or “error” because they can not be predicted by the model equations, $y = Xa$. In addition, these “noisy” components of $y$, which lie in the space $\{u_{r+1} \cdots u_m\}$, will be magnified to an infinite degree when used to identify the model parameters $a$.

From the singular value decomposition of $X$ we find that $X^TX = V\Sigma^2V^T$. If $c$ is the condition number of $X$, then the condition number of $X^TX$ is $c^2$. If $c$ is large, solving $[X^TX]a = X^T y$ can be numerically treacherous.

When $X$ is obtained using measured data, it is almost never singular but is often ill-conditioned. We will consider two types of ill-conditioned matrices: $(i)$ matrices in which the first $r$ singular values are all much larger than the last $n - r$ singular values, and $(ii)$ matrices in which the singular values decrease at a rate that is more or less uniform.

11.1 Truncated Singular Value Expansion

If the first $r$ singular values are much larger than the last $n - r$ singular values, (i.e., $\sigma_1 \geq \sigma_2 \geq \cdots \geq \sigma_r \gg \sigma_{r+1} \geq \sigma_{r+2} \geq \cdots \geq \sigma_n \geq 0$), then a relatively accurate representation of $X$ may be obtained by simply retaining the first $r$ singular values of $X$ and the corresponding columns of $U$ and $V$,

$$X_r = U_r\Sigma_r V_r^T = \sum_{i=1}^{r} \sigma_i u_i v_i^T,$$

and the truncated expression for the parameter estimates is

$$\hat{a}_r = V_r \Sigma_r^{-1} V_r^T y = \sum_{i=1}^{r} \frac{1}{\sigma_i} v_i u_i^T y,$$

where $V_r$ and $U_r$ contain the first $r$ rows of $V$ and $U$, and where $\Sigma_r$ contains the first $r$ rows and columns of $\Sigma$.

If $\sigma_{r+1}$ is close to the numerical precision of the computation, $\epsilon$ ($\epsilon \approx 10^{-6}$ for single precision and $\epsilon \approx 10^{-12}$ for double precision), then the singular values, $\sigma_{r+1} \cdots \sigma_n$ and the corresponding columns of $U$ and $V$ contribute negligibly to $X$. Their contribution to the solution vector, $a$, can be dominated by random noise and round-off error in $y$.

The parameter estimate covariance matrix is derived using equation (4), in which

$$\left[ \frac{\partial \hat{a}}{\partial y} \right] = V_r \Sigma_r^{-1} U_r^T,$$

Therefore the covariance matrix of the parameter estimates is

$$V_{\hat{a}(r)} = V_r \Sigma_r^{-1} U_r^T V y U_r \Sigma_r^{-1} V_r^T.$$
Because the solution \( \hat{a}(r) \) does not contain components that are close to the null-space of \( X \) the covariance matrix is limited to the range of \( X \) for which the singular values are not unacceptably large. The cost of the reduced parameter covariance matrix is an increased bias error, introduced through truncation. Assuming that we know \( y \) exactly, the corresponding exact solution with no regularization \( a_e \) can be used to evaluate regularization bias error, \( \delta a(r) = \hat{a}(r) - a_e \).

\[
\delta a(r) = V_r \Sigma_r^{-1} U_r^T y_e - V \Sigma^{-1} U^T y_e 
\]

Substituting \( V \Sigma U^T = U_r \Sigma_r V_r^T + U_n \Sigma_n V_n^T \),

\[
\delta a(r) = -[V_n \Sigma_n^{-1} U_n^T] y_e, 
\]

where \( V_n \) and \( U_n \) contain the last \( n - r \) rows of \( V \) and \( U \), and where \( \Sigma_n \) contains the last \( n - r \) rows and columns of \( \Sigma \). Substituting \( y_e = U \Sigma V^T a_e \),

\[
\delta a(r) = -[V_n \Sigma_n^{-1} U_n^T U \Sigma V^T] a_e 
\]

Noting that \( U_n^T U = \Sigma_n^{-1} U_n^T U \Sigma = [0_{n-r \times r} I_{n-r}] \),

\[
\delta a(r) = -[V_n V_n^T] a_e 
\]

Note that while the matrix \( -V_n^T V_n \) equals \( I_{n-r} \), the matrix \( -V_n V_n^T \) is not identity because the summation is only over the last \( n - r \) rows of \( V \).

The total mean squared error matrix, \( E(r) \) is the sum of the parameter covariance matrix and the truncation bias error, \( E(r) = V_r \Sigma_r^{-1} U_r^T V y U_r \Sigma_r^{-1} V_r^T - V_n V_n^T a_e \). The mean squared error is the trace of \( E(r) \).

11.2 Singular Value Decomposition with Tikhonov Regularization

If the singular values decrease at a rate that is more or less uniform, then selecting \( r \) for the truncated approximations above may require some subjective reasoning. Certainly any singular value that is equal to or less than the precision of the computation should be eliminated. However, if \( \sigma_1 \approx 10^{15} \) and \( \sigma_n \approx 10^{-3} \), \( X \) would be considered ill conditioned by most standards, even though the smallest singular value can be resolved even with single-precision computations. As an alternative to eliminating one or more of the smallest singular values one may simply add a small constant \( \beta \) to all of the singular values. This can substantially improve the condition number of the system without eliminating any of the information contained in the full singular value factorization. This approach is equivalent to Tikhonov regularization.

To link the formulation of Tikhonov regularization to singular value decomposition, it is useful to show that a the Tikhonov objective function (63) may be written

\[
J(\tilde{a}) = ||\tilde{X}\tilde{a} - \tilde{y}||^2_I + \beta ||\tilde{a}||^2_I + C, 
\]

by simply scaling and shifting \( X \), \( y \), and \( a \), and with no loss of generality. In the above expression, \( C \) is independent of \( \tilde{a} \) and does not affect the parameter estimates.
and \( L_Q \) as the Cholesky factors of \( P \) and \( Q \), and defining \( \tilde{X} = L_P X L_Q^{-1} \), \( \tilde{y} = L_P (y - X \tilde{a}) \), and \( \tilde{a} = L_Q (a - \bar{a}) \) then equation (63) is equivalent to equation (84), where

\[
C = \tilde{a}^T X^T L_P^T L_P X \tilde{a} - 2 \tilde{a}^T X^T L_P^T L_P y
\]

(85)

Setting \([\partial J(\tilde{a})/\partial \tilde{a}]^T\) to zero results in the least-squares parameter estimates

\[
\hat{\tilde{a}}(\beta) = \left[ \tilde{X}^T \tilde{X} + \beta I \right]^{-1} \tilde{X}^T \tilde{y}.
\]

(86)

Note that the solutions \( \hat{a}(\beta) \) and \( \hat{\tilde{a}}(\beta) \) are related by the scaling

\[
\hat{a}(\beta) = L_Q^{-1} \hat{\tilde{a}}(\beta) + \bar{a}.
\]

(87)

In other words, the minimum value of the objective function (63) coincides with the minimum value of the objective function (84). As a simple example of the effects of scaling on the parameter estimates, consider the two equivalent quadratic objective functions

\[
J(a) = 5a^2 - 3a + 1 \text{ and } J(\tilde{a}) = 20\tilde{a}^2 - 6\tilde{a} + 2,
\]

where \( a \) is scaled, \( a = 2\tilde{a} \). The parameter estimates \( \hat{a} = 3/10 \) and \( \hat{\tilde{a}} = 3/20 \). These estimates satisfy the scaling relationship, \( \hat{a} = 2\hat{\tilde{a}} \).

The singular value decomposition of \( \tilde{X} \) may be substituted into the least-squares solution for \( \hat{\tilde{a}}(\beta) \)

\[
\hat{\tilde{a}}(\beta) = \left[ \tilde{V} \tilde{\Sigma} \tilde{U}^T + \beta I \right]^{-1} \tilde{V} \tilde{\Sigma} \tilde{U}^T \tilde{y}
\]

(88)

The covariance of the parameter errors is largest in the direction corresponding to the maximum value of \( \tilde{\sigma}_i / (\tilde{\sigma}_i^2 + \beta) \). If \( \tilde{X} \) is singular, then as \( \beta \) approaches zero, random errors propagate in a direction which is close to the null space of \( \tilde{X} \). Note that the singular value decomposition solution to \( \tilde{y} = \tilde{X} \tilde{a} \) is \( \tilde{a} = \tilde{V} \tilde{\Sigma}^{-1} \tilde{U}^T \tilde{y} \). Thus, Tikhonov regularization is equivalent to a singular value decomposition solution, in which the inverse of each singular value, \( 1/\tilde{\sigma}_i \), is replaced by \( \tilde{\sigma}_i / (\tilde{\sigma}_i^2 + \beta) \), or in which each singular value \( \tilde{\sigma}_i \) is replaced by \( \tilde{\sigma}_i + \beta/\tilde{\sigma}_i \). Thus, the largest singular values are negligibly affected by regularization, while the effects of the smallest singular values on the solution are suppressed, as shown in Figure 9.

### 11.3 Error Analysis of Singular Value Decomposition with Tikhonov Regularization

The parameter covariance matrix is derived using equation (4), in which

\[
\frac{\partial \hat{a}}{\partial \tilde{y}} = \tilde{V} \tilde{\Sigma} (\tilde{\Sigma}_i^2 + \beta I)^{-1} \tilde{U}^T
\]

(89)

and

\[
V_{\tilde{y}} = L_P V_{y} L_P^T.
\]

(90)
Recall that $V_y$ is the covariance matrix of the measurement errors, and that $P = V^{-1}_y = L_P^T L_P$. Using the fact that $(AB)^{-1} = B^{-1}A^{-1}$, we find that $V_y = I$. Therefore the covariance matrix of the solution is

$$V_{\hat{a}(\beta)} = \tilde{V}\tilde{\Sigma}^2(\tilde{\Sigma}^2 + \beta I)^{-2}\tilde{V}^T.$$  \hfill (91)

Because $\frac{\partial a}{\partial \tilde{a}} = L_Q^{-1}$, the covariance matrix of the original solution is

$$V_{\hat{a}(\beta)} = L_Q^{-1}\tilde{V}\tilde{\Sigma}^2(\tilde{\Sigma}^2 + \beta I)^{-2}\tilde{V}^T L_Q^{-T}. \hfill (92)$$

As in equation (68), we see here that increasing $\beta$ reduces the covariance of the propagated error quadratically. The cost of the reduced parameter covariance matrix is a bias error, introduced through regularization. Assuming that we know $\tilde{y}$ exactly, the corresponding exact solution with no regularization $\tilde{a}_e$ can be used to evaluate regularization bias error,

$$\delta_{\tilde{a}(\beta)} = \hat{a}_e - \tilde{a}_e.$$  \hfill (93)

Substituting $y_e = \tilde{U}\tilde{\Sigma}\tilde{V}^Ta_e$, and $\tilde{U}^T\tilde{U} = I$

$$\delta_{\tilde{a}(\beta)} = [\tilde{V}(\tilde{\Sigma}^2 + \beta I)^{-1}\tilde{\Sigma}^2\tilde{V}^T - I]a_e$$  

$$= [\tilde{V}(\tilde{\Sigma}^2 + \beta I)^{-1}(\tilde{\Sigma}^2 + \beta I - \beta I)\tilde{V}^T - I]a_e$$  

$$= -\tilde{V}(\tilde{\Sigma}^2 + \beta I)^{-1}\beta\tilde{V}^Ta_e. \hfill (94)$$

As in equation (71), we see here that bias errors due to regularization increase with $\beta$. In fact, the singular values participating in the bias errors increase $\beta$ increases. If $\tilde{X}$ is singular, then the exact parameters $a_e$ can not lie in the null space of $\tilde{X}$ and the bias error $\delta_{\tilde{a}(\beta)}$ will be orthogonal to the null space of $\tilde{X}$.

The total mean squared error matrix, $\tilde{E}_{\beta}$ is the sum of the scaled parameter covariance matrix and the regularization bias error, $\tilde{E}_{\beta} = V_{\hat{a}(\beta)} + \delta_{\tilde{a}(\beta)}\delta_{\tilde{a}(\beta)}^T$. The mean squared error is the trace of $\tilde{E}_{\beta}$. 

\begin{figure}[h]
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\includegraphics[width=0.8\textwidth]{fig9.png}
\caption{Effect of regularization on singular values.}
\end{figure}
11.4 Scaling of Units and Singular Value Decomposition

In most instances, elements of $y$ and $a$ have dissimilar units. In such cases the conditioning of $X$ is affected by the system of units used to describe the elements of $y$ and $a$ (and $X$). The measurements $y$ and the parameters $a$ may be scaled using diagonal matrices $D_y$ and $D_a$, $y = D_y \tilde{y}$, $a = D_a \tilde{a}$. Since $D_y \tilde{y} = XD_a \tilde{a}$, $\tilde{y} = D_y^{-1} XD_a \tilde{a}$, and the system matrix for the scaled system is $\tilde{X} = D_y^{-1} XD_a$. Defining SVD’s: $X = U \Sigma V^T$ and $\tilde{X} = \tilde{U} \tilde{\Sigma} \tilde{V}^T$, the effect of scaling on the singular values is apparent $\tilde{\Sigma} = \tilde{U}^T D_y^{-1} U \Sigma V^T D_a \tilde{V}$.

Parameter scaling matrices can be designed to achieve a desired spectrum of singular values. But this appears to be a nonlinear problem requiring an iterative method to update $D_a$ and $D_y$ such that the condition number of $D_y^{-1} XD_a$ converges to a minimum value, while possibly meeting other constraints, such as bounds on the values of $D_a$ and $D_y$. 

Figure 10. Effect of regularization on bias errors.
12 Numerical Example

Consider the singular system of equations $y_o = X_o a$, 

\[
\begin{bmatrix}
100 \\
1000
\end{bmatrix} =
\begin{bmatrix}
1 & 10 \\
10 & 100
\end{bmatrix}
\begin{bmatrix}
a_1 \\
a_2
\end{bmatrix}
\]  

(95)

The singular value decomposition of $X_o$ is

\[
U = \begin{bmatrix}
-0.0995037 & -0.995037 \\
-0.995037 & 0.0995037
\end{bmatrix}
\]

\[
\Sigma = \begin{bmatrix}
101 & 0 \\
0 & 0
\end{bmatrix}
\]

\[
V = \begin{bmatrix}
-0.0995037 & 0.995037 \\
-0.995037 & -0.0995037
\end{bmatrix}
\]

Even though $X_o$ is a singular matrix, the estimates for this particular system is defined. The second column of $V$ gives the one-dimensional null-space of $X_o$. Note that $y_o$ in equation (95) is normal to $u_2$. Vectors $y_o$ normal to the space spanned by $U_n$ are “noise-free” in the sense that no components of $y_o$ propagates to the null space of $X_o$. The singular value expansion for the estimates gives

\[
\begin{bmatrix}
\hat{a}_1 \\
\hat{a}_2
\end{bmatrix} = \frac{1}{101} \begin{bmatrix}
-0.0995037 \\
-0.995037
\end{bmatrix} \begin{bmatrix}
-0.0995037 & -0.995037 \\
-0.995037 & 0.0995037
\end{bmatrix} \begin{bmatrix}
100 \\
1000
\end{bmatrix} + \\
\frac{1}{0} \begin{bmatrix}
0.995037 \\
-0.0995037
\end{bmatrix} \begin{bmatrix}
0.995037 & 0.0995037 \\
0.0995037 & -0.995037
\end{bmatrix} \begin{bmatrix}
100 \\
1000
\end{bmatrix} + \\
0.99009900 \\
9.9009900
\]

(96)

The zero singular value does not affect the estimates because $y$ is orthogonal to $u_2$. It is interesting to note that despite the fact that the two equations in equation (95) represent the same line (infinitely many solutions) the SVD provides a unique solution, (provided that 0/0 is evaluated to 0).

Regularization works very well for problems in which $U_n^T y$ is very small. Applying regularization to this problem we seek estimates $\hat{a}$ that minimizes the quadratic objective function of equation (63). In other words, we want to find the solution to $y = X_o a$, while keeping the estimates, $\hat{a}$ close to $\bar{a}$. How much we care that $\hat{a}$ is close to $\bar{a}$ is determined by the regularization parameter, $\beta$. In general $\beta$ should be some small fraction of the average of the diagonal elements of $X$, $\beta << \text{trace}(X)/n$. Increasing $\beta$ will make the problem easier to solve numerically, but will also add bias to the estimates. The philosophy of using the regularization parameter is something like this: Let’s say we have a problem which we can’t solve, (i.e., det($X$) = 0 ). Regularization slightly changes the problem into a problem that does have a solution which is ideelly independent of the amount of the perturbation.
Because the estimate $\hat{a}$ depends upon $\beta$, we can plot $a_1$ and $a_2$ vs. $\beta$ and determine the effect of $\beta$ on the parameter estimates.

![Graph](image)

**Figure 11.** The effect of regularization on solutions to $y_o = [X_o + \beta I]a$ ... where $U_n^T y_o = 0$

From figure 11 we see that as $\beta$ approaches 0, the estimate approaches $\hat{a}_{(\beta)} = [0.99010; 9.90099]$. For this data, the estimate is insensitive to $\beta$ for $10^{-3} > \beta/\text{trace}(X_o)/2 > 10^{-12}$; for $\beta < 10^{-12}\text{trace}(X_o)/2$ the solution can not be found. Note that for $y = X_o a$ as defined above, there are infinitely many solutions; the two lines $a_1(a_2)$ over-lay one another. A solution exists, but it is not unique. In this case a very small regularization factor, $\beta$, gives a unique solution. Changing the problem only slightly, by setting $y = [100, 1001]^T$, we see that no solution exists to the original problem $y = X_o a$. By changing one element of $y$ by only 0.1 percent, the original problem changes from having infinite solutions to having no solution. For systems with no solution, the regularized solution is very sensitive to the choice of the regularization factor, $\beta$. There is a region, $10^{-3} > \beta/\text{trace}(X_o)/2 > 10^{-4}$ in this problem, for which $a_1$ is relatively insensitive to $\beta$, however there is no region in which $\frac{da_2}{d\beta} = 0$. For this type of problem, regularization of some type is necessary to find any solution, and the solution is sensitive to the value chosen for the regularization parameter.
Now let’s examine the effects of some small random perturbations in both $X_o$ and $y$. In this part of the example, small random numbers (normally distributed with a mean of zero and a standard deviation of 0.0005) are added to $X_o$ and $y$, and regularized solutions are found for $\beta = 0.01 \text{trace}(X_o)/2$ and $\beta = 0.0001 \text{trace}(X_o)/2$, i.e., the equations $y + \delta y = [X_o + \delta X + \beta I]a$ are solved for $a$. Regularized solutions to these randomly perturbed problems

![Graph showing the effect of regularization on parameter estimates.](image)

**Figure 12.** The effect of regularization on parameter estimates to $y + \delta y = [X_o + \beta I]a$ ... where $U_n^T(y_o + \delta y) \neq 0$

![Graph showing the effect of regularization on the solution of $y + \delta y = [X_o + \delta X + \beta I]a$.](image)

**Figure 13.** Effect of regularization on the solution of $y + \delta y = [X_o + \delta X + \beta I]a$
illustrate that at a regularization factor, $\beta \approx 0.01 \text{trace}(X_o)/2$, the solution is relatively insensitive to the value of $\beta$. Comparing the solutions for 100 randomly perturbed problems, we find that the variance among the solutions is less than 1. For a regularization factor of 0.001, on the other hand, we see that the variance of the solution is quite a bit larger, but that the mean value of all of the solutions is much closer to the noise-free solution. This illustrates the fact that larger values of $\beta$ decrease the propagation error but introduce a bias error. If no regularization is used, then $a_1$ and $a_2$ range from -1000 to +1000 and from -100 to 100, respectively, in this Monte Carlo analysis. Adding the small levels of noise to the non-invertable matrix $X_o$ makes it invertable, however, the solution depends largely on the noise level. In fact if no regularization is used, the solution to this problem depends almost entirely on the noise in the matrices. Increasing the regularization factor, $\beta$, reduces the propagation of random noise in the solution at the cost of a bias error.

13 Constrained Least Squares

Suppose that in addition to minimizing the sum-of-squares-of-errors, the curve-fit must also satisfy other criteria. For example, suppose that the curve-fit must pass through a particular point $(x_c, y_c)$, or that the slope of the curve at a particular location, $x_s$, must be exactly a given value, $y'_s$. Equality constraints such as these are linear in the parameters and are a natural application of the method of Lagrange multipliers. In general, equality constraints that are linear in the parameter may be expressed as $Ca = b$. The constrained least-squares problem is to minimize $\chi^2(a)$ such that $Ca = b$. The augmented objective function (the Lagrangian) becomes,

$$\chi^2_A(a, \lambda) = a^T X^T V^{-1} X a - a^T X^T V^{-1} y - y^T V^{-1} y + y^T V^{-1} y + \lambda^T (Ca - b) \tag{97}$$

Minimizing $\chi^2_A$ with respect to $a$ and maximizing $\chi^2_A$ with respect to $\lambda$ results in a system of linear equations for the coefficient estimates $\hat{a}$ and Lagrange multipliers $\hat{\lambda}$.

$$\begin{bmatrix} 
2X^T V^{-1} X & C^T \\
C & 0
\end{bmatrix}
\begin{bmatrix}
\hat{a} \\
\hat{\lambda}
\end{bmatrix}
= 
\begin{bmatrix}
2X^T V^{-1} y \\
C^T b
\end{bmatrix} \tag{98}$$

If the curve-fit problem has $n$ coefficients and $c$ constraint equations, then the matrix is square and of size $(n + c) \times (n + c)$. 
14 Recursive Least Squares

When data points are provided sequentially, parameter estimates \(a(m)\) can be updated with each new observation, \((x_{m+1}, y_{m+1})\).

Given a set of \(m\) measurement points and estimates of model parameters \(a(m)\) corresponding to the data set \((x_i, y_i), i = 1, \ldots, m\), we seek an update to the model parameters \(a(m+1)\) from a new measurement \(x_{m+1}, y_{m+1}\).

Presuming a linear model, \(\hat{y}(x; a) = Xa\), we define the \(i\)-th rows of \(X\) as \(\bar{x}_i\) so that

\[
\begin{bmatrix}
\hat{y}_1 \\
\vdots \\
\hat{y}_m
\end{bmatrix} = \begin{bmatrix}
- \bar{x}_1 \\
\vdots \\
- \bar{x}_m
\end{bmatrix} \begin{bmatrix}
a_1 \\
\vdots \\
a_n
\end{bmatrix}
\]

The least-squares error criterion is

\[
J(m) = \sum_{i=1}^{m} \left\| y_i - \hat{y}_i \right\|_F^2
\]

\[
= \sum_{i=1}^{m} (y_i - \bar{x}_i a)^T (y_i - \bar{x}_i a)
\]

\[
= \sum_{i=1}^{m} (y_i^T y_i - 2y_i^T \bar{x}_i a + a^T \bar{x}_i^T \bar{x}_i a)
\]

and applying the necessary condition for optimality,

\[
\left( \frac{\partial J(m)}{\partial a} \right)^T = 0 : \sum_{i=1}^{m} [\bar{x}_i^T \bar{x}_i] \hat{a}(m) = \sum_{i=1}^{m} \bar{x}_i^T y_i
\]

Defining some new terms to simplify the notation,

\[
R(m) = \sum_{i=1}^{m} [\bar{x}_i^T \bar{x}_i]
\]

and

\[
q(m) = \sum_{i=1}^{m} \bar{x}_i^T y_i
\]

we see that \(R(m)\) is a sum of rank-1 matrices. and it can be viewed as an auto-correlation of the sequence of the rows \(\bar{x}_i\) of the model basis \(X\), in the special case that \(x_i\) have a mean of zero. The matrix \(R(m)^{-1}\) is interpreted as the parameter estimate covariance matrix, \([X^T X]^{-1}\). The (column) vector \(q(m)\) can be viewed as a cross-correlation between the rows of the model basis and the data, in the special case that \(x_i\) and \(y_i\) have a mean of zero. Given a new measurement \((x_{m+1}, y_{m+1})\),

\[
R(m+1) = R(m) + \bar{x}_{m+1}^T \bar{x}_{m+1}
\]

and

\[
q(m+1) = q(m) + \bar{x}_{m+1}^T y_{m+1}
\]
and the model parameters incorporating information from the new data points satisfy

\[ R_{(m+1)} \hat{a}_{(m+1)} = q_{(m+1)} \]  

(99)

With a known value of a matrix inverse, \( R^{-1} \), the inverse of \( R + x^T x \) can be computed via the Sherman-Morrison Update identity

\[ (R + x^T x)^{-1} = R^{-1} - R^{-1} x^T \left( 1 + x R^{-1} x^T \right)^{-1} x R^{-1} \]  

(100)

Defining more notation to simplify expressions,

\[ K_{(m+1)} = R_{(m)}^{-1} - R_{(m)}^{-1} \bar{x}_{m+1}^T (1 + \bar{x}_{m+1} R_{(m)}^{-1} \bar{x}_{m+1}^T)^{-1} \]

the rank-1 update of the updated parameter covariance becomes

\[ R_{(m+1)}^{-1} = R_{(m)}^{-1} - K_{(m+1)} \bar{x}_{m+1} R_{(m)}^{-1} \]  

(101)

With this we can write \( K_{(m+1)} \) as

\[
K_{(m+1)} = R_{(m+1)}^{-1} \bar{x}_{m+1}^T \\
= R_{(m)}^{-1} \bar{x}_{m+1}^T \left( 1 + \bar{x}_{m+1} R_{(m)}^{-1} \bar{x}_{m+1}^T \right)^{-1}
\]

(102)

which can be shown as follows:

\[
K_{(m+1)} \left( 1 + \bar{x}_{m+1} R_{(m)}^{-1} \bar{x}_{m+1}^T \right) = R_{(m)}^{-1} \bar{x}_{m+1}^T \\
K_{(m+1)} + K_{(m+1)} \bar{x}_{m+1} R_{(m)}^{-1} \bar{x}_{m+1}^T = R_{(m)}^{-1} \bar{x}_{m+1}^T \\
K_{(m+1)} = R_{(m)}^{-1} \bar{x}_{m+1}^T - K_{(m+1)} \bar{x}_{m+1} R_{(m)}^{-1} \bar{x}_{m+1}^T \\
= \left( R_{(m)}^{-1} - K_{(m+1)} \bar{x}_{m+1} R_{(m)}^{-1} \right) \bar{x}_{m+1}^T \\
= R_{(m+1)}^{-1} \bar{x}_{m+1}^T
\]

Now, introducing a model prediction

\[ \hat{y}_{m+1} = \bar{x}_{m+1} \hat{a}_{(m)} = \bar{x}_{m+1} R_{(m)}^{-1} q_{(m)} \]  

(103)

and combining equations (99) to (103), the update of the model parameter estimates can be written,

\[ \hat{a}_{(m+1)} = \hat{a}_{(m)} + K_{(m+1)} (y_{m+1} - \hat{y}_{m+1}) \]  

(104)

The role of \( K_{(m+1)} \) can be interpreted as an update gain which provides the sensitivity of the model parameter update to differences between the measurement \( y_{m+1} \) and its predicted value \( \hat{y}_{m+1} \). This prediction error is called an innovation. The model parameter update identity can be shown as follows:

\[
\hat{a}_{(m+1)} = R_{(m+1)}^{-1} q_{(m+1)} \\
= \left( R_{(m)}^{-1} - K_{(m+1)} \bar{x}_{m+1} R_{(m)}^{-1} \right) (q_{(m)} + \bar{x}_{m+1} y_{m+1}) \\
= R_{(m)}^{-1} q_{(m)} - K_{(m+1)} \bar{x}_{m+1} R_{(m)}^{-1} q_{(m)} + R_{(m)}^{-1} \bar{x}_{m+1} y_{m+1} - K_{(m+1)} \bar{x}_{m+1} R_{(m)}^{-1} \bar{x}_{m+1} y_{m+1} \\
= \hat{a}_{(m)} - K_{(m+1)} \hat{y}_{m+1} + \left( R_{(m)}^{-1} - K_{(m+1)} \bar{x}_{m+1} R_{(m)}^{-1} \right) \bar{x}_{m+1} y_{m+1} \\
= \hat{a}_{(m)} - K_{(m+1)} \hat{y}_{m+1} + R_{(m+1)}^{-1} \bar{x}_{m+1} y_{m+1} \\
= \hat{a}_{(m)} + K_{(m+1)} (y_{m+1} - \hat{y}_{m+1})
\]
In many applications of recursive-least squares it is desirable for the most-recent data to have a larger effect upon the parameter estimates. In these situations, the least-squares objective can be exponentially weighted

\[ J(m) = \sum_{i=1}^{m} \lambda^{m-i} ||y_i - \hat{y}_i||^2 \quad 0 \ll \lambda < 1 \]

Typical values for the \textit{exponential forgetting factor} \( \lambda \) are close to 1 (e.g., 0.98 to 0.995). Carrying \( \lambda \) through the previous development (99) to (104) we arrive at the recursive least squares procedure

1. initialize variables ... \( m = 0, R^{-1}(m) = \delta I_n \) where \( \delta \geq 100\sigma_x^2 \) or \( R^{-1}(m) = \left[ \sum_{i=-l}^{0} \lambda^{-i} \bar{x}_i^T x_i \right]^{-1} \), and \( \hat{a}_{(m)} = 0 \) or a knowledgeable guess,

2. collect \( \bar{x}_{m+1} \)

3. compute the update gain ... \( K_{(m+1)} = R^{-1}(m) \bar{x}_{m+1}^T \left( \lambda + \bar{x}_{m+1} R^{-1}(m) \bar{x}_{m+1}^T \right)^{-1} \)

4. predict the next measurement ... \( \hat{y}_{m+1} = \bar{x}_{m+1} \hat{a}_{(m)} \)

5. collect \( y_{m+1} \)

6. update the model parameters ... \( \hat{a}_{(m+1)} = \hat{a}_{(m)} + K_{(m+1)} (y_{m+1} - \hat{y}_{m+1}) \)

7. update the parameter covariance ... \( R^{-1}(m+1) = \left( R^{-1}(m) - K_{(m+1)} \bar{x}_{m+1} R^{-1}(m) \right) / \lambda \)

8. increment \( m \) ... \( m = m + 1 \) and go to step 2.

Notes:

- If the update gain is very small, the model parameter update is not sensitive to large prediction errors.
- The update gain decreases monotonically; \( \lambda \) keeps the update gain from becoming too small too fast.
- The update gain increases with larger values of the parameter covariance \( R^{-1} \).
- The update gain can be interpreted as \( K \sim V_a/(1+V_\hat{y}) \). A large parameter covariance implies large uncertainty in the parameters, and the need for a parameter update that is sensitive to prediction errors (large \( K \)). A large model prediction covariance implies noisy data, and the need for a parameter update that is insensitive to prediction errors (small \( K \)).
- Likewise, smaller values of \( \lambda \) keep the parameter covariance matrix \( R^{-1}_{(m+1)} \) from getting too small too fast.
- With \( \lambda = 1 \) the RLS estimates \( \hat{a}_{(m)} \) equals the OLS estimates \( [X^T X]^{-1} X^T y \) obtained from \( m \) data points.
14.1 The Sherman-Morrison rank-1 update identity

The Sherman-Morrison Update identity provides the inverse of \((R + x^Tx)\) in terms of \(x\) and the inverse of \(R\). Defining,

\[
R_{(m+1)} = R_{(m)} + x^Tx
\]

we have

\[
\left( R_{(m)} + x^Tx \right) R_{(m+1)}^{-1} = I
\]

which is equivalent to

\[
\begin{bmatrix}
R_{(m)} & x^T \\
x & -1
\end{bmatrix}
\begin{bmatrix}
R_{(m+1)}^{-1} \\
z
\end{bmatrix}
= \begin{bmatrix} I \\ 0 \end{bmatrix}
\]

To show this, we break the above matrix equation into two separate matrix equations,

\[
\begin{align*}
R_{(m)} R_{(m+1)}^{-1} + x^T z &= I \quad \text{(105)} \\
x R_{(m+1)}^{-1} - z &= 0 \quad \text{(106)}
\end{align*}
\]

and substitute the second equation into the first,

\[
R_{(m)} R_{(m+1)}^{-1} + x^T x R_{(m+1)}^{-1} = I
\]

which shows that

\[
\left( R_{(m)} + x^Tx \right) R_{(m+1)}^{-1} = I
\]

Now re-arranging the first equation,

\[
R_{(m+1)}^{-1} = R_{(m)}^{-1} (I - x^T z) \quad \text{(107)}
\]

and substituting equation (107) into (106) we solve for \(z\),

\[
\begin{align*}
z &= x R_{(m)}^{-1} (I - x^T z) \\
&= x R_{(m)}^{-1} - x R_{(m)}^{-1} x^T z \\
\left(1 + x R_{(m)}^{-1} x^T \right) z &= x R_{(m)}^{-1} \\
z &= \left(1 + x R_{(m)}^{-1} x^T \right)^{-1} x R_{(m)}^{-1} \quad \text{(108)}
\end{align*}
\]

Finally, inserting (108) into (107) we have the Sherman-Morrison Update identity.

\[
\begin{align*}
R_{(m+1)}^{-1} &= R_{(m)}^{-1} \left( I - x^T \left(1 + x R_{(m)}^{-1} x^T \right)^{-1} x R_{(m)}^{-1} \right) \\
R_{(m+1)}^{-1} &= \left( R_{(m)}^{-1} - R_{(m)}^{-1} x^T \left(1 + x R_{(m)}^{-1} x^T \right)^{-1} x R_{(m)}^{-1} \right)
\end{align*}
\]
14.2 Example of Recursive Least Squares

To illustrate the application of recursive least squares, consider the recursive estimation of parameters $a_1$ and $a_2$ in the model

$$\hat{y}(x; a) = a_1 x + a_2 x^2$$

and measurements $y_i = \hat{y}(x_i; a) + v$ with normally-distributed measurement errors, $v \sim \mathcal{N}(0, 0.25)$. The “true” model parameter values are $a_1 = 0.1$ and $a_2 = 0.1$. The sequence of independent variables is $x_m = 0.2m$ so that $\bar{x}_m = [0.2m, 0.04m^2]$. The initial parameter covariance is $R_{(0)}^{-1} = I$ and $\lambda = 0.99$. The following figures plot measurements, prediction, and standard errors of the prediction, $\sigma_y = \left( x_m R_{(m)}^{-1} x_m^T \right)^{1/2}$. These figures show that initially the update gain grows, as the prediction errors covariance is smaller than the parameter covariance. As more data is incorporated into the fit, the parameter covariance and the update gain decrease, as revealed by smaller values of the standard error of the prediction and less fluctuation in the model prediction, despite relatively large prediction errors around $x \approx 8$.

Figure 14. Sequence of predictions and measurements, and sequence of parameter estimates and norms of the update gains.
14.3 Recursive least squares and the Kalman filter

The Kalman filter estimates the states of a noisy dynamical system from a model for the system and noisy output measurements. As is demonstrated below, the Kalman filter can be interpreted as a generalization of recursive least squares for the recursive estimation of the time-varying states of linear dynamical systems. The state vector estimate $\hat{x}(k)$ in the Kalman filter is analogous to the parameter vector estimate $\hat{a}(m)$ in recursive least squares. In recursive least squares, the objective is to recursively converge upon a set of constant model parameters. In Kalman filtering, the objective is to recursively track set of time-varying model states.

A noise-driven discrete-time linear dynamical system with a state vector $x(k) = x(t_k) = x(k(\Delta t))$ and noisy outputs (measurements) $y(k)$ can be described by

$$
\begin{align*}
x(k + 1) &= Ax(k) + w(k) \\
y(k) &= Cx(k) + v(k)
\end{align*}
$$

(109)

where $w(k)$ and $v(k)$ are white noise for which the covariance of $w$ is $Q$ and the covariance of $v$ is $R$. The initial state $x(0)$ is uncertain and assumed to be normally distributed $x(0) \sim N(\bar{x}(0), P(0))$. The method to sequentially and recursively estimate the state $x(k)$ via the Kalman filter starts by initializing the state vector estimate $\hat{x}(0) = \bar{x}(0)$ and $P(0) = \delta I_n$, and proceeds as follows:

$$
K(k + 1) = AP(k)C^T (CP(k)C^T + R)^{-1}
$$

(110)

$$
\hat{y}(k + 1) = C\hat{x}(k)
$$

(111)

$$
\hat{x}(k + 1) = A\hat{x}(k) + K(k + 1)(y(k + 1) - \hat{y}(k + 1))
$$

(112)

$$
P(k + 1) = AP(k)A^T - AP(k)C^T(CP(k)C^T + R)^{-1}CP(k)A^T + Q
$$

(113)

An analogy between the Kalman filter and recursive least squares is tabulated here.

<table>
<thead>
<tr>
<th>Kalman filter</th>
<th>recursive least squares</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\hat{x}(k)$</td>
<td>state vector estimate</td>
</tr>
<tr>
<td>$\hat{y}(k + 1)$</td>
<td>$C\hat{x}(k)$ ... prediction eq’n</td>
</tr>
<tr>
<td>$C$</td>
<td>output matrix</td>
</tr>
<tr>
<td>$\hat{x}(k + 1)$</td>
<td>$A\hat{x}(k) + K(k + 1)(y(k + 1) - \hat{y}(k + 1))$</td>
</tr>
<tr>
<td>$A$</td>
<td>dynamics matrix</td>
</tr>
<tr>
<td>$K(k + 1)$</td>
<td>Kalman gain</td>
</tr>
<tr>
<td>$K(k + 1)$</td>
<td>$AP(k)C^T(CP(k)C^T + R)^{-1}$</td>
</tr>
<tr>
<td>$P(m)$</td>
<td>state estimation error covariance</td>
</tr>
<tr>
<td>$R$</td>
<td>measurement noise covariance</td>
</tr>
<tr>
<td>$Q$</td>
<td>additive process noise covariance</td>
</tr>
<tr>
<td>$\hat{a}(m)$</td>
<td>parameter vector estimate</td>
</tr>
<tr>
<td>$\hat{y}_{m+1}$</td>
<td>$\bar{x}_{m+1}\hat{a}(m)$ ... prediction eq’n</td>
</tr>
<tr>
<td>$\bar{x}_{m+1}$</td>
<td>model basis</td>
</tr>
<tr>
<td>$\hat{a}(m+1)$</td>
<td>$\hat{a}(m) + K_{(m+1)}(y_{m+1} - \hat{y}_{m+1})$</td>
</tr>
<tr>
<td>$I$</td>
<td>no dynamics</td>
</tr>
<tr>
<td>$K_{(m+1)}$</td>
<td>update gain</td>
</tr>
<tr>
<td>$K_{(m+1)}$</td>
<td>$R_{(m)}^{-1}\bar{x}<em>{m+1}^T (\bar{x}</em>{m+1}R_{(m)}^{-1}\bar{x}_{m+1}^T + \lambda)^{-1}$</td>
</tr>
<tr>
<td>$R_{(m)}$</td>
<td>parameter estimation error covariance</td>
</tr>
<tr>
<td>$\lambda$</td>
<td>forgetting factor</td>
</tr>
<tr>
<td>$1/\lambda$</td>
<td>multiplicative forgetting factor</td>
</tr>
</tbody>
</table>

In the Kalman filter if $P(0)$ is symmetric then $P(k)$ is symmetric for $k > 0$. Similarly, in recursive least squares, if $R_{(0)}^{-1}$ is symmetric, then $R_{(m)}^{-1}$ remains symmetric for $m > 0$. 
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