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PREFACE

Ceci n’est pas une pipe.
René Magritte, Belgian painter, 1898-1967.

The last 30 years or so, system identification has matured from Eykhoff’s "bag of
tricks’, over the impressive Ljungian theory for the user of so-called prediction-error
methods, to Willems' behavioral framework. Many papers have been written, several
excellent textbooks have appeared and hundreds of workshops and conferences have
been organized. Specifically for the identification of linear dynamic time-invariant
models from given input-output data, the collection of available methods has become
immense.

So why write yet another book about this, by now, almost classical problem? Well,
to start with, the problem is important! There is a growing interest in manageable
mathematical models for all kinds of applications, such as simulation, prediction,
fault diagnosis, quality and safety monitoring, state estimation, signal processing
(direction-of-arrival algorithms (SDMA)) and last but not least, model-based control
system design. And sure enough, linear models are very popular because of their
utmost simplicity (at least at first sight).

In this book, we do not really solve a new problem. Indeed, the goal is to find
dynamical models from input-output data that were generated by so-called combined
deterministic-stochastic linear systems. Said in other words, datathat are generated by
a linear, time-invariant, finite-dimensional, dynamic system, with both deterministic
and stochastic input signals (including several special cases).

What is new in this book, are the methods and algorithms for solving this ' classical’
problem. Theinsightsthat will be developed, originatein amixture of ideas, facts and
algorithms from system theory, statistics, optimization theory and (numerical) linear
algebra. They culminate in so-called 'subspace’ methods, the name of which reflects
the fact that linear models can be obtained from row and column spaces of certain
matrices, calculated from input-output data. Typically, the column space of such data
matrices contains information about the model, while the row spaces allow to obtain

Xi



Xii SUBSPACE IDENTIFICATION FOR LINEAR SYSTEMS

a (Kalman filter) state sequence, directly from input-output data (i.e.without knowing
the model a priori)!. Another important aspect of this book is the development of a
unifying framework, in which ailmost al existing subspace methodsthat have appeared
in the literature of the last 10 years or so, have found their place.

Apart from these conceptual contributions, there are other advantages to subspace
methods. For instance, there is no need for an explicit model parametrization, which,
for multi-output linear systems is a rather complicated matter. A second numerical
advantage is the elegance and computational efficiency of subspace algorithms. The
dimension and numerical representation of the subspaces mentioned before, are calcu-
lated using the QR- and the singular value decomposition. These are well-understood
techniques from numerical linear algebra, for which numerically robust and efficient
algorithms are widely available.

Of course, we should never forget that a (mathematical) model is not the real system
(think of Magritte). Even though there are still missing links in the question of guar-
anteed optimality of subspace methods, it is now widely accepted that they provevery
useful in many applications, in which they often provide excellent models and because
of their utmost user-friendliness (limited number of user-choicesto deal with). They
also provide (often excellent) initial guesses for non-linear iterative optimization algo-
rithms which are used in prediction-error methods, Ls-optimal system identification,
neural nets, etc. . .

Finally, we have paid special attention to the devel opment of easy accessible and user-
friendly software packages, which are described in Chapter 6 (Xmath? ISID 11) and
Appendix B (which describes Matlab files and several demos). Thisbook goeswith a
diskette that contains all of these .m files and examples.

IHave alook at Theorems 2, 8 and 12 of this book.
2 A product of Integrated Systems Incorporated, Santa Clara, CA, USA.



Preface Xiii

Mister Data, there's a subspace communication for you.
Quote from Star Trek, the Next Generation.

Thisbook emanatesfromthe authors' PhD thesesat ESAT, the department of Electrical
Engineering of the Katholieke Universiteit Leuven in Belgium. Bart's 1988 thesis
contained the initial concepts and ideas for subspace identification (of course inspired
by thework of many others), linking ideasfrom system theory (realization algorithms),
linear algebra (orthogonal projections and intersections of subspaces) to numerical
issues (QR and singular value decompositions). Peter's 1995 thesis, which forms the
basis of this book, containsthe detailed unification of al these insights, culminatingin
some robust subspace i dentification methods, together with other results such as model
reduction issues, relations with other identification algorithms, etc. . .

The work reported on in this book would have been impossible without the support,
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Our gratitudeal so goesto themany people, who, inoneway or another, directly or indi-
rectly, have contributed to thiswork: Lennart Ljung and Tomas McKelvey (Linkdping
University, Sweden), Stephen Boyd, Thomas Kailath and Gene Golub (Stanford Uni-
versity, USA), Bjorn Ottersten, Bo Wahlberg and Anders Lindquist (Royal Institute of
Technol ogy, Stockholm), Mats Viberg (Chalmers University of Technology, Sweden),
Okko Bosgra, Paul Van den Hof (Technical University Delft, The Netherlands), Man-
fred Deistler (Technical University of Vienna, Austria), Jan Willems (Rijksuniversiteit
Groningen, The Netherlands), Jan Macigowski (Cambridge University, England),
Wally Larimore (ADAPTX, USA), Vasile Sima (Research Institute for Informatics,
Romania), Torsten Sdderstrom and Petre Stoica (Uppsala University, Sweden), Gior-
gio Picci (University of Padua, Italy), Jan Van Schuppen (Centrum voor Wiskunde
en Informatica, The Netherlands), Michel Verhaegen (Delft University of Technology,
The Netherlands) and last but not least, les amis of our sister Université Catholique de
Louvain, Michel Gevers, Georges’ Jojo’ Bastin et les autres. To all our colleaguesand
friends of our home university, including the several generations of PhD and Master
students, thank you!
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1

INTRODUCTION, MOTIVATION
AND GEOMETRIC TOOLS

“ The development of Subspace Methods

is the most exciting thing

that has happened to system identification
thelast 5yearsor so...”

Professor Lennart Ljung from Linkdping, Sweden
at the second European Research Network

System I dentification workshop
Louvain-la-Neuve, October 2, 1993.

In this Chapter, we summarize the main contributions of the book. In Section 1.1, we
first give a short motivation for dealing with the multivariable system identification
problem. In Section 1.2, we discussin some more detail the main contributions which
make that subspace identification algorithms are excellent tools to work with in an
industrial environment. We also provide some historical background and compare our
achievementsto previously existing approachesto find black box mathematical models
of systems. Notes on the organization of the book and a Chapter by Chapter overview
can be found in Section 1.3. Finally, Section 1.4 introduces the main geometric and
statistical tools, used for the devel opment of, and theinsightsin subspaceidentification
algorithms.

1.1 MODELSOF SYSTEMSAND SYSTEM IDENTIFICATION

A dynamic model, pictorially described in Figure 1.1, covers aimost al physical,
economical, biological, industrial, technical, etc. . .phenomena. One could distinguish

1



2 CHAPTER 1
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Figure1.1 A dynamic system with deterministic inputs ., outputs y; and disturbances
vy (see below). All arrows represent vector signals and k is the discrete time index. The
user can control u but not vg. In some applications, either v, or v, can be missing. The
measured (input and) output signals provide useful information about the unknown system.

between mental, intuitive or verbal models, or graphically oriented approaches such
as graphs and tables, but we will mainly be interested in mathematical models. Such
models are described as differential (continuous time) or difference (discrete time)
equations. They describe the dynamic behavior of a system as a function of time.
Mathematical models exist in al scientific disciplines, and, as a matter of fact, form
the heart of scientific research itself. They are used for simulation, operator training,
analysis, monitoring, fault detection, prediction, optimization, control system designs,
quality control, etc. . .. Typicaly, modelsare highly useful in those situationsin which
experimenting with the real system is too expensive, too dangerous, too difficult or
merely impossible. Last but not least, mathematical models are used for control and
feedback.

Basically, there are two main roads to construct a mathematical model of a dynamic
system. Physicists will be interested in models (physical laws) that carefully explain
the underlying essential mechanisms of observed phenomenaand that are not falsified
by the available experiments. The necessary mathematical equipment is that of non-
linear partial differential equations. This is the analytic approach, which rigorously
develops the model from first principles.

For engineers however, this framework is often much too involved to be really use-
ful. The reason is that engineers are not really interested in the exact model as such,
but more in the potential engineering applications of models. In this perspective, a
mathematical model is only one step in the global design of a system. The quality
of amodel is dictated by the ultimate goal it serves. Model uncertainty is allowed as
long as the robustness of the overall system is ensured. Engineers -in contrast with
mathematical physicists- are prepared to trade-off model complexity versus accuracy.
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A complex model will lead to a complex design, while a simplistic model will deteri-
orate overall performance and robustness of the final implementation. As an example,
the best model for simulation (for instance a set of partial differential equationswhich
accurately models the system’s behavior) is not the best one for control, because, as
a generic property of control system design, the complexity of the controller and the
degree of difficulty associated with its implementation, are proportional to the model
complexity. Therefore engineerswill typically use system identification techniquesto
build their models. Thisisthefield of modeling dynamical systemsfrom experimental
data: Experiments are performed on a system, a certain parameterized model classis
predefined by the user and suitable numerical values are assigned to the parameters so
astofit as closely as possible the recorded data. In this sense, system identification is
the dynamic extension of curvefitting. Finally thereis a validation step, in which the
model istried out on experimental datawhichwerenot usedin the systemidentification
experiment.

In Chapter 6, we describe an industrial process which perfectly illustrates the funda-
mentally different point of view between the two modeling approaches. The glass-tube
manufacturing process described there could in principle be characterized completely
using the laws of physics (in this case the laws that govern the behavior of solidifying
glass). But, not only would this be a formidable task -if practically possible at al-,
but even if there was such a model, it would be impossible to derive an appropriate
control action to regulate the system, because of the complexity of the model. How-
ever, in Chapter 6, it will be shown how arelatively simple state space model, obtained
from measurements as in Figure 1.2 and by application of the mathematical methods
described in this book, allows for the design of a high quality minimum variance
controller. The quality improvement induced by this controller isillustrated in Figure
13.

The message is that system identification provides a meaningful engineering alter-
native to physica modeling. Compared to models obtained from physics, system
identification models have a limited validity and working range and in some cases
have no direct physical meaning. But, they are relatively easy to obtain and use and
even more importantly, these models are simple enough to make model-based control
system design mathematically (and also practically) tractable. Of course, there are
till problems such as the choice of an appropriate model structure, the fact that many
systems are time-varying and the often largely underestimated measurement problems
(appropriate sensors, sampling times, filters, outlier detection, etc. . .).
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10 Data Record {(ID-Data}

File Data Chain Windows Plot Help

Ts : 2 Sec

— Gilass_ID

Fressure

Diameter

Thickness

Time [ Sec)

Start Sample End Sample 1355

Figure 1.2 Data set used for the identification of the glass tube production process of
Chapter 6. The process is excited using pseudo-binary noise sequences as inputs (top two
signals). Thediameter and the thickness of the produced glass tubes (bottom two signals) are
recorded. Solely based on thisinformation, and using the subspace identification agorithms
described in this book, a mathematical model of the glass-tube manufacturing process is
derived. This mathematical model is then used to design an optimal control strategy.
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Figure1.3 Illustration of the quality improvement. The top two figures show a histogram
of the deviation from the setpoint for the tube diameter and thickness without the optimal
controller installed. The reference setpoint for production corresponds to zero (the vertical
line). Clearly, both diameter and thickness are too large (on average). Especialy the
diameter does not satisfy the production specifications. The bottom two figures show the
histograms of the controlled system. The variance on the diameter is a factor two smaller.
The mean diameter is exactly at its reference. The variance of the thickness is not reduced
(not important in the specifications). However the mean value is right at the specification
now. This Figure illustrates the benefits of subspace identification and of model-based
control design.

0.02



6 CHAPTER 1

1.2 A NEW GENERATION OF SYSTEM IDENTIFICATION
ALGORITHMS

This Section contains a description of the central ideas of this book. First of all, in
Subsection 1.2.1, wedescribethe central importance of state space models, whichisthe
type of models that is delivered by subspace identification algorithms. In Subsection
1.2.2 we explain how subspace identification algorithms work. In Subsection 1.2.3,
we highlight the main innovations of subspace identification algorithms with respect
to existing “ classical” approaches. Subsection 1.2.4 situates the development of
subspace identification algorithmsin an historical context by indicating that some of
the concepts used in their development are more than 100 years old (besides more
modern insights of course).

1.2.1 State space models are good engineering models

It goes without saying that there is an infinite collection of mathematical models. In
this book, we have restricted ourselves to discrete time, linear, time-invariant, state
space models. From the number of epitheta used, this might seem like a highly
restricted class of models (especially the fact they arelinear), but, surprisingly enough,
many industrial processes can be described very accurately by this type of models.
Moreover, by now, the number of control system design tools that are available to
build a controller based on this type of models, is ailmost without bound (for example
[BB 91] [FPW 90]). Especidly for this reason, this model classis a very interesting
one.

M athematically, these model saredescribed by thefollowing set of differenceequations!:

Tpy1 = Az + Bug +wy (1.1)
yr = Czp+ Dug + vy, (1.2)
with
w S
E[(U::)(qu vg’):<ST R)é,,q >0. (13

In this model, we have

vectors: Thevectorsu;, € R™ andy;, € R' are the measurements at time instant & of
respectively the m inputsand [ outputs of the process. Thevector z;, € R™ isthe
state vector of the process at discrete time instant & and contains the numerical

LE denotes the expected value operator and 4,4 the Kronecker delta.
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values of n states. These states do not necessarily have adirect physical interpre-
tation but they have a conceptual relevance. Of coursg, if the system states would
have some physical meaning, one could alwaysfind asimilarity transformation of
the state space model to convert the states to physically meaningful ones. v;, € R!
and wy, € R™ are unmeasurable vector signals. It is assumed that they are zero
mean, stationary, white noise vector sequences.

matrices: A € R**" is called the (dynamical) system matrix. It describes the
dynamics of the system (as completely characterized by its eigenvalues). B ¢
R™ ™ is the input matrix which represents the linear transformation by which
the deterministic inputs influence the next state. C' € R " is the output matrix
which describes how the internal state is transferred to the outside world in the
measurements y;. The term with the matrix D € R™*™ is called the direct
feedthrough term. In continuous time systems this term is most often 0, which
is not the case in discrete time systems due to the sampling. The matrices
Q € R, § ¢ R**t and R € RY*! are the covariance matrices of the noise
sequenceswy, and vy, Thematrix pair { A, C'} isassumed to be observable, which
impliesthat all modesin the system can be observed in the output 3, and can thus
be identified. The matrix pair {A,[ B Q'/? ]} is assumed to be controllable,
which in its turn implies that all modes of the system are excited by either the
deterministic input uj and/or the stochastic input wy,.

A graphical representation of the system can be found in Figure 1.4. Let us comment
in some detail why it is often agood ideato try to fit experimental (industrial) process
data to the model just described.

m  First of all, for multiple-input, multiple output systems, the state space represen-
tation is the only model that is convenient to work with in computer aided control
system design (CACSD). Most optimal controllers can be effectively computed
in terms of the state space model, while for other system representations (such as
e.g. matrix fractional forms [Kai 80]) the calculations are not so el egant.

m  Observe that we have collected all dynamicsin one matrix A, that isto say that
the eigenvalues of the matrix A will describe all the dynamical modes that have
been measured, whether they comefromthereal system, from stochastic dynamic
disturbances, from measurement sensors or the dynamics of the input actuators.
Thisisquiteunusual ascomparedto approachesthat aredescribedintheliterature,
in which one always carefully distinguishes between e.g. deterministic models
(suchasmodelsfor the“real” system and sensor and actuator dynamics) and noise
models for stochastic disturbances (asis for instance the case in the Box-Jenkins
approach [BJ 76]). The point here is that more often than not, we do not care
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Figure1.4 Thispictureisthe same asthe onein Figure 1.1. But here, we have restricted
ourselves to finite dimensional linear time invariant systems to be identified. The (circled)
vector signals uy, and y;, are available (measured) while v, w;, are unknown disturbances.
The symbol A represents a delay. Note the inherent feedback via the matrix A (which
represents the dynamics). Sensor or actuator dynamics are completely contained in A too.
It is assumed that u, is available without measurement noise.

about the precise origin of the dynamic modes, since, if they are important, they
will certainly influence the controller action, independent of their origin. There
is amodern trend in CACSD to define what is called a standard plant (see e.g.
[BB 91]), which containsthe model of all disturbances, all sensorsand the system
model in one general state space description, which exactly corresponds to the
model we will use.

A crucia question is of course why linearity would apply to everyday processes,
since we know that most phenomena are intrinsically non-linear. One reason
is the experience that many industrial processes are really well approximated
by linear finite dimensional systems and that sometimes, complex behavior can
be captured by choosing the order n high enough. In order to cope with non-
linearities, two measures are possible: Either the non-linearity is dealt with by
identifying a time-varying system using a recursive updating of the model. This
correspondsto alocal linearization of the nonlinear system. A second possibility
is provided by the observation that (mild) nonlinearities do not matter as they
can be incorporated in the control design (robustness for dynamic uncertainties).
Moreover, it iswell known that a controller effectively linearizes the behavior of
asystem around aworking point. Finally, we recall that the design of acontroller
isrelatively easy for linear finite dimensional systems. Asamatter of fact, thisis
the only class of systemsfor which CACSD isactualy tractableinfull generality
and for which there is a complete rigorous theory available.
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We are now ready to state the main mathematical problem of this book:

Given input and output measurements uy, ..., us, and
y1,.-.,Ys. Find an appropriate order n and the system
matrices A, B,C,D,Q, R, S.

1.2.2 How do subspace identification algorithmswork ?

The goal of this Subsection is to provide a verbal description of the main principles
on which subspace identification algorithms are based. The fine mathematical details
and proofs will be treated in the next Chapters.

Subspace identification algorithms are based on concepts from system theory, (nu-
merical) linear algebra and statistics, which is reflected in the following table that
summarizes the main elements:

| System | Geometry | Algorithm |
High order Projection QR-decomposition
state sequence (orthogonal or oblique)
Low order Determinefinite (Generalized) singular
state sequence dimensional subspace | value decomposition
System matrices | Linear relations Least squares

The main conceptual novelties in subspace identification algorithms are;

m  The state of a dynamical system is emphasized in the context of system identifi-
cation, whereas “classical” approaches are based on an input-output framework.
The difference is illustrated pictorialy in Figure 1.5. This relatively recent in-
troduction of the state into the identification area may come as a surprise since
in control theory and the analysis of dynamical systems, the importance of the
concept of state has been appreciated for quite some time now. So an important
achievement of the research in subspace identification is to demonstrate how the
Kalman filter states can be obtained from input-output data using linear algebra
tools (QR and singular value decomposition). An important consequenceis that,
once these states are known, the identification problem becomes a linear least
squares problem in the unknown system matrices. Thisimpliesthat one possible
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input-output
data ug, Yk
Orthogonal or Classical
oblique projection identification
Kgq?ﬂgnitgte System matrices
Least Kalman
Squares filter
System matrices Kalman states

Figurel5 Systemidentificationaimsat constructing state space model sfrominput-output
data. Theleft hand side showsthe subspace identification approach : first the (Kalman filter)
statesareestimated directly frominput-output data, then the system matricescan be obtained.
Theright hand sideisthe classical approach : first obtain the system matrices, then estimate
the states.

interpretation of subspace identification algorithmsis that they conditionally lin-
earizetheproblem, which, whenwritteninthe“classical” form of predictionerror
methods [Lju 87], is ahighly nonlinear optimization problem. Yet another point
of view is that subspace identification algorithms do not identify input-output
models, but they identify input-state-output models.

The subspace system identification approach of this book makes full use of
the by now well developed body of conceptsand algorithms from numerical
linear algebra. While classical methods are basically inspired by least squares,
our methods use “ modern” agorithms such asthe QR - decomposition, the singu-
lar value decomposition and its generalizations, and angles between subspaces.

Our approach providesageometric framework, in which seemingly different mod-
els aretreated in a unified manner. Aswill beillustrated at the end of Chapter 4,
the deterministic (Chapter 2), stochastic (Chapter 3) and combined deterministic-
stochastic (Chapter 4) system identification problem can al be treated with the
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same geometric concepts and algorithm. We think that the conceptual and algo-
rithmic simplicity of subspace identification algorithmsis amajor advantage over
the classical prediction error approach [Lju 87].

m  The conceptual straightforwardness of subspace identification algorithms trans-
lates into user-friendly software implementations. To give only one example:
Since thereis no explicit need for parametrizations in our geometric framework,
the user is not confronted with highly technical and theoretical issues such as
canonical parametrizations, and hence, at the level of possible choices to be of-
fered by the software. Thiswill beillustrated in Chapter 6, wherewe describethe
graphical user interface (GUI) software | SID that was devel oped by the authors
of thisbook. It will also become clear from the Matlab files which implement the
algorithms of this book.

1.2.3 What'snew in subspace identification ?

The mathematical engineering field of system identification has begun to blossom
some 15 years ago with the work of Astrém[AE 71] [AW 84], Box & Jenkins[BJ 76],
Eykhoff [ Eyk 74], Ljung [Lju 87] (and many others, see e.g. [Nor 86] [SS89]). Soit
isarelatively young branch of research, the industrial spin-offs of which become only
gradually visible now. In this Subsection, we confront the innovations in subspace
identification with the properties of these “ classical’ approaches’ .

Parametrizations. When viewed as a data fitting problem, it becomes clear that
system identification algorithms require a certain user-specified parametrization.
In subspace identification algorithms we use full state space models and the only
“parameter” is the order of the system. For classical agorithmic approaches
however, there has been an extensive amount of research to determine so-called
canonical models, i.e. models with a minimum number of parameters (see e.g.
[GW 74] [Gui 75] [Gui 81] [HD 88] [Kai 80] [Lue67] [VOL 82]). There are
however many problems with these minimal parametrizations:

m  They can lead to numericaly ill-conditioned problems, meaning that the
results are extremely sensitive to small perturbations.

m  Thereisaneed for overlapping parametrizations, since none of the existing
parametrizations can cover al possible systems.

= Only minimal state space models are really feasible in practice. If there
are for instance uncontrollable but observable (deterministic) modes, this
requires special parametrizations.
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The subspace identification approach does not suffer from any of these inconve-
niences. The only parameter to be user-specified isthe order of the model, which
can be determined by inspection of certain singular values.

Convergence: When implemented correctly, subspace identification algo-
rithms are fast, despite the fact that they are using QR and singular value decom-
positions. As a matter of fact, they are faster than the “classical” identification
methods, such as Prediction Error Methods, because they are not iterative (see
also the applications in Section 6.4). Hence there are also no convergence prob-
lems. Moreover, numerical robustness is guaranteed precisely because of these
well-understood algorithms from numerical linear algebra. As a consequence,
the user will never be confronted with hard-to-deal-with-problems such as lack
of convergence, slow convergence or numerical instability.

Model reduction: Since one of our main interests lies in using the models in a
computer aided control system design environment and because, when using
linear theories, the complexity of the controller is proportional to the order of the
system, oneis awaysinclined to obtain models with as low an order as possible.
In subspace identification, the reduced model can be obtained directly, without
having to compute first the high order model, and this directly from input-output
data. Thisisillustrated in Figure 1.6. Theinterpretationis straightforward within
Enns's [Enn 84] weighted balanced reduction framework as will be shown in
Chapter 5.

We would like to end this Subsection with anote of Ljung [Lju 914 “. . .it remainsto
be established what these signal subspace methods haveto offer and how they compare
to conventional approaches. . .”. We hope that with this book we have bridged alittle
bit of this gap, a hope which is partially confirmed by the 1993 quote at the beginning
of this Chapter.

1.2.4 Somehistorical elements

In this Subsection, we give an historical survey of the several conceptsthat are present
in subspace identification and that make it to be one of the most powerful and sophis-
ticated identification frameworks that is presently available.

Table 1.1 summarizes in a schematic way the different hallmark contributions and
mathematical elements that have lead to and/or are incorporated in some way or
another in subspace identification?. Theideaistwofold: First of all, thistable teaches

2We apologize a priori for omissions (and mistakes) in this table. It is not aways easy to find the
“historical truth”.
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input-output

data ug, Yk
Subspace Classical
identification identification
RegeLa%egn(s:tgte High order mode!
Least Model
squares reduction
Reduced model Reduced model

Figurel.6 Systemidentificationaimsat constructing state space model sfrominput-output
data. When areduced order model is required, in some classical approaches (to the right),
onefirst identifies ahigh order model and then appliesamodel reduction technique to obtain
alow order model. The left hand side shows the subspace identification approach: Here,
wefirst obtains a“reduced” state sequence, after which one can identify directly alow order
model.

us that certain concepts, such as e.g. angles between subspaces (Jordan, 1875) or
the singular value decomposition (Beltrami, Jordan, Sylvester, 1880's) need a long
incubation period before they are applied in mathematical engineering. Secondly, it
shows how clever combinations of seemingly unrelated concepts and techniques may
lead to powerful agorithms, such as subspace identification. Of course, space does
not permit us here to discuss these contributionsin detail.

L et us now summarizethe main direct sources of inspiration for this work on subspace
identification . First of all, subspaceidentification a gorithmsare theinput-state-output
generaizations of the classical realization theory and algorithms of the seventies,
which identify a state space model from impul se responses (Markov parameters), such
as [DMK 74a] [DKM 74b] [HK 66] [Kun 78] [Lju91b] [Moo 81] [MR 76] [Sil 71]
[ZM 74]. Theinsights obtained in these works have really enhanced the understanding
of the structure of linear systems and their identification. Thefirst paperson obtaining
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models from input-output data which have influenced thiswork are [Bud 71] [Gop 69]
[LS 77] but morerecently, also thework by Willems[Wil 86] wasinfluential for thede-
terministic parts. Meanwhile, there were other insights obtained in amore statistically
oriented context, such as the work by Akaike [Aka74] [Aka75], which introduced
canonical correlations in the stochastic realization framework. Other influential work
was done in [Aok 87] [AK 90] [Cai 88] [DP 84] [DKP 85] [Fau 76]. Related ideas
on the combined deterministic-stochastic problem can be found in [Lar 90] [Lar 83]
[VD 92] [Ver 91].

Good recent overview papers that contain on overview of the whole class of subspace
algorithms (more than is presented in this book) are [VDS 93] [RA 92] [Vib 94].

| Year | Name | Contribution | Discipline | Refs. |
1809 | Gauss Least Squares Statistics [Gau 1857]
1873 | Beltrami SvD Algebra [Bel 1873]
1874 | Jordan SvD Algebra [Jor 1874]
1875 | Jordan Angles between subspaces | Algebra [Jor 1875]
1883 | Gram QR Algebra [Gra1883]
1885 | Sylvester SvD Algebra [Syl 1889]
1907 | Schmidt QR Algebra [Sch 07]
1913 | Autonne SvD Algebra [Aut 13]
1936 | Eckart SvD Physics (1) [EY 36]
1936 | Hotelling Canonical correlations Statistics [Hot 36]
1960 | Kaman Kaman Filter System Theory [Kal 60]
1965 | Golub/Kahan SV D-algorithms Numericdl lin.alg. | [GVL 89]
1966 | Ho/Kaman Realization System Theory [HK 66]
1974 | Zeiger/McEwen | SVD & Redlization System Theory [ZM 74]
1974 | Akake Stochastic Realization Statistics [Aka 74,75]
1976 | Box-Jenkins Box-Jenkins models Statistics [BJ76]
1976 | Faure Stochastic linear systems System Theory [Fau 76]
1978 | Kung Realization theory System theory [Kun 78]
1986 | Willems Behavioral framework System Theory [Wil 86]
1987 | Ljung Prediction Error System Theory [Lju 87]

Table 1.1 Schematic summary of the different hallmark contributions and mathematical
elements that have lead to and/or are incorporated in some way or another in subspace
identification. This table teaches us that certain concepts, such as e.g. angles between
subspaces (Jordan, 1875) or the singular value decomposition (Beltrami, Jordan, Sylvester,
1880's) need along incubation period before they are applied in mathematical engineering.
It also shows how clever combinations of seemingly unrelated concepts and techniques may
lead to powerful subspace algorithms.
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This book came about as the logical consequence of the evolution of subspace iden-
tification algorithms from a purely deterministic context [DMo 88] [MDMVYV 89], to
the purely stochastic problem [VODM 934]. In this book we combine the two ap-
proachesin one unifying combined deterministic-stochastic framework [VODM 953].
Note also that this book has lead to software implementations [AKVODMB 93]
[VODMAKRB 94], which have been applied to real industrial processes[FVOMHL 94]
[DMVO 94] [VVDVOV 94] [VODM 93c] [ZVODML 94] [VODMAKB 94] [VO 94].

1.3 OVERVIEW

When confronted with a sizeable amount of research material and results, there are
different ways of organizing it. In this Section we motivate the organization of this
book3. A Chapter by Chapter overview is also given.

m A first possible organization is to start with the most general and thus most
complicated system identification algorithm. The simpler identification problems
are then presented as special cases of the general problem. The advantage of this
organizationisthat the overlap between different Chaptersisminimal. The major
disadvantage however, is that the reader isimmediately confronted with the most
complicated case, which can berather confusing.

m  The second (chronological) organization consists of a gradua increase of com-
plexity of the problem to be solved in each Chapter. In this way, the reader is
introduced slowly to the concepts and has the time to assimilate them before the
more complicated cases are treated. Thisis also the (natural) way the research
work came about. The disadvantage of this order of presentation isthat there will
always be a certain amount of overlap between the different Chapters. However,
we found the advantage of increased readability to outweigh this disadvantage,
and thus have chosen the chronological presentation.

The Chapters of this book are organized as follows (see a so Figure 1.7):

Chapter 1
contains the introduction and the motivation for linear system identification in
general and for subspace identification more specifically. This Chapter aso con-
tains the origin and the innovative features of subspace identification algorithms.
Finally the geometric and statistical tools are introduced.

3We believe this motivation increases the readability.



CHAPTER 1

Chapter 1
M Introduction &
Motivation
Chapter 2 Chapter 3
Deterministic Stochastic
Identification Identification
Chapter 4
Combined
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; Model ;
: Reduction N
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ldentification& | ——m-------------~
Model Reduction
Implementation Chapter 6
Implementation
Xmath - Matlab
Application Chapter 6
Applications

Figure 1.7 Chapter by Chapter overview of the book: Theory - Implementation - Appli-
cation. The dotted boxes indicate related research work contributing to the results of certain
Chapters.
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Chapter 2
introduces the (simple) problem of the subspace identification of deter-
ministic systems, where both the process noise w;, and the measurement noise vy,
areidentically zero:

We = 0,
V. = 0.

Even though many results had been obtained in this area already, we treat this
problem for two reasons:

= Most of the conceptua ideas and geometric concepts, which will also be
used in the Chapters to follow, are introduced by means of this simple
identification problem.

= We treat the problem from a different point of view as in the literature,
which makes it easier to assimilate it as a special case in the Chapters to
follow. Similarities between the presented algorithm and the literature are
indicated.

The core of this Chapter is a main Theorem indicating how the states can be
recovered from given input-output data.

Chapter 3
treatsthe case of the subspaceidentification of stochasticsystems, with no external
input wy:

ukEO.

The properties of stochastic systems are summarized and are then used to de-
vice stochastic subspace system identification algorithms. The main Theorem
indicates how the Kalman filter states can be recovered from the given output
data. By means of this Theorem, three identification algorithms are presented.
The connections with existing algorithms are indicated. Finally, the important
problem of positive real covariance sequencesis addressed and solved.

Chapter 4

treats the general problem of the subspace identification of combined
deterministic-stochastic systems. The central part of this Chapter is again a
main Theorem showing how the Kalman filter states can be recovered from the
given input-output data. The Theorem leads to two algorithms, of which oneis
simple but asymptotically biased and the other more complicated but asymptoti-
cally unbiased. Thislast algorithmisfurther refined to makeit suitable and robust
for practical (industrial) applications. We a so show how the presented theory ties
in with the resultsin the literature.
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Each of the preceding Chapters contains one main Theorem. These main Theo-
rems state for each problem how the (Kalman filter) states can be recovered from
the (input)-output data. At the end of Chapter 4 we indicate how the stochastic
and deterministic Theorems can be considered as special cases of the combined
deterministic-stochastic Theorem.

Chapter 5

treats the connections between subspace identification algorithms and model re-
duction. It is shown how the state space basis in which the models are calculated
isuniquely determined by the spectrum of the inputsand by user defined weights.
The main observation in this Chapter is that there exists a connection between
subspace system identification and frequency weighted model reduction. The
interpretation of the results leads to more insight in the behavior of subspace
identification algorithms, and has consequences for the low order identification
problem.

Chapter 6
treats the numerical implementation of the subspace identification algorithms.
This implementation has been carried out in a graphical user interface envi-
ronment. The concepts and new ideas behind this implementation are briefly
sketched. The resulting commercial toolbox contains, apart from the subspace
identification algorithms, awhole scale of processing, classical identification and
validation algorithms.

The toolbox is used to identify an industrial glass tube manufacturing process.
Based on the resulting model, an optimal controller for the process is designed,
which significantly reduces the variations of the production parameters of the
process.

Finally, we give an overview of the application of the Matlab files accompanying
this book (implementing the subspace identification algorithms) to ten different
practical (industrial) examples. These results show that the developed algorithms
work well in practice.

Chapter 7
contains the conclusions of the presented work. Since the research in subspace
identification algorithmsisfar from being a closed area, the major open problems
that were spotted during our research are also listed.



I ntroduction, Motivation and Geometric Tools 19

1.4 GEOMETRICTOOLS

Subspace identification algorithms are often based on geometric concepts: As will
be shown in the Chapters to follow, some system characteristics can be revealed by
geometric manipulation of the row spaces of certain matrices. In Subsections 1.4.1
through 1.4.3 weintroduce the main geometric tool sused throughout the book. They are
described fromalinear algebra point of view, independently of the systemidentification
framework we will be using in the next Chapters. Subsection 1.4.4 gives a geometric
inter pretation of the major statistical assumption used in subspaceidentification, while
Subsection 1.4.5 (re-)defines the geometric operationsin a statistical framework.

In the following Subsections we assume that the matrices A € RP*J, B € R?*J and
C € R™*J are given. The elements of a row of one of the given matrices can be
considered as the coordinates of a vector in the j-dimensional ambient space. The
rows of eachmatrix A, B, C thusdefineabasisfor alinear vector spacein thisambient
space. |n Subsection 1.4.1 through 1.4.3 we definethree different geometric operations
that can be performed with these row spaces. It should be noted that these geometric
operations can be easily implemented using an RQ decomposition. Wewill not pursue
this any further in this Chapter, but refer the reader to Section 6.1 for the numerical
implementation i ssues.

1.4.1 Orthogonal projections

I denotes the operator that projects the row space of a matrix onto the row space of

the matrix B € RY*J;
def

Iz = BT.(BBT)'.B,
where o denotesthe Moore-Penrose pseudo-inverseof thematrix e. A/ B isshorthand
for the projection of the row space of the matrix A € RP>*J on the row space of the
matrix B:

def

A/B Allg

ABT .(BBT)'.B.

The projection operator can be interpreted in the ambient j-dimensiona space as
indicated in Figure 1.8. The RQ decomposition is the natural numerical tool for this
orthogonal projection as will be shown in Section 6.1.

Note that in the notation A/ B the matrix B is printed bold face, which indicates that
the result of the operation A/ B lies in the row space of B. We will adhere to this
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Figure 1.8 Interpretation of the orthogonal projection in the j-dimensional space (j = 2
in this case). A/B is formed by projecting the row space of A on the row space of B.
A/B* on the other hand is formed by projecting the row space of A on the orthogonal
complement of the row space of B. Note the boldface notation for the row space onto which
one projects.

convention, also for the geometric operationsto follow, which improvesthe readability
of the formulas.

I15. isthe geometric operator that projects the row space of a matrix onto the orthog-
onal complement of the row space of the matrix B:
A/B+ % 4mp.

where:
Op. =1; —-1p.

Once again these projectionscan beinterpreted in the j-dimensional space asindicated
in Figure 1.8. The combination of the projectionsIl g and I1 ;. decomposes a matrix
A into two matrices of which the row spaces are orthogonal:

Alternatively, the projections decompose the matrix A as linear combination of the
rows of B and of the rows of the orthogonal complement of B. With:

zB ¥ 4B,

1 d:ef A/BJ_
where B+ isabasis for the orthogonal complement of the row space of B, we find:
A=Lg.B+Lg..B*,

Lp..B

which is indeed a decomposition of A into a sum of linear combinations of the rows
of B andof B+.
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1.4.2 Oblique projections

Instead of decomposing A as linear combinations of two orthogonal matrices (B and
B), it can also be decomposed aslinear combinations of two non-orthogonal matrices
B and C and of the orthogonal complement of B and C'. Thisisillustrated in Figure
1.9. Therows of amatrix A are decomposed as linear combinations of the rows of B
and C and of the rows of athird matrix orthogonal to B and C'. This can bewritten as:

B 1
A:LB.B‘FLC.C‘FLBL’CL.( C ) .
Thematrix L.C isdefined* asthe oblique projection of the row space of A alongthe
row space of B on the row space of C:

4/ c¥r.c.
B

Figure 1.9 illustrates the oblique projection in the j-dimensional space. The name
oblique refers to the non-orthogonal projection direction. The oblique projection
can also be interpreted through the following recipe: Project the row space of A
orthogonally on the joint row space of B and C'; and decompose the result along the
row space of C'. Mathematically, the orthogonal projection of the row space of A on
the joint row space of B and C' can be stated as:

c\ _ - cct ¢BT\' /¢
A/<B>_A(C B ).(BCT Y9
Decomposing this expression along the row spaces of B and C' leads to the following

definition for the oblique projection:

Definition 1 Oblique projections

The oblique projection of therow spaceof A € RP*J along therow spaceof B € R?*J
on the row space of C' € R™*/ is defined as:

def

Al C=A(CT BT). C. (L4

< ccT CBT >T
first r columns

BCT BBTY

4Note that this intuitive definition of Lz and L isonly unique when B and C' are of full row rank and
when theintersection of the row spaces of B and C' isempty. A unique definition is presented in Definition
1
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Figure 1.9 Interpretation of the oblique projection in the j-dimensional space (j = 2 in
this case). The oblique projection is formed by projecting the row space of A along the row
space of B on the row space of C'.
Some properties of the oblique projection are:
B/ C = 0, (1.5)
B
c/c = C. (1.6)
B

Actualy, asindicatedin [BK 79], thesetwo properties can be used to definethe oblique
projection i.e. any operation that satisfies (1.5)-(1.6) is an oblique projection. From
(1.5)-(1.6) it can now be easily shown that an equivalent definition of the oblique
projectionis;

Corollary 1 Oblique projections

Theoblique projection of therow space of A € RP*J alongtherow spaceof B € R?*J
on the row space of C' € R™*/ can also be defined as:

A/ C=[4/B']. [c/BH]" C. (17)

Note that when B = 0 or when the row space of B is orthogona to the row space of
C (B.CT = 0) the oblique projection reduces to an orthogonal projection:

Al C=4/C.

Thisfact will be used when unifying the three main Theorems of Chapter 2, 3and 4in
Section 4.5.
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Figure 1.10 Interpretation of principal angles and directions in the j-dimensional space
(j = 3 inthiscase). Theunit vectors a; = b; indicate the first principa directions. The
angle 0; between them isthefirst principal angle and isin this case equal to zero (4 = 0).
Zero principa angles imply a non-empty intersection between the row spaces of A and B.
The corresponding principal directions can be chosen as a basis for this intersection. The
second principal angle & isthe angle between the unit vectors @ and b2. Since as and b
have to be orthogonal to a; = b1, these vectors lie in aplane orthogonal to the intersection
of the planes A and B.

1.4.3 Principal anglesand directions

The principal angles between two subspaces are a generalization of an angle between
two vectors asillustrated in Figure 1.10 (the concept goes back to Jordan [Jor 1875]).
Supposewe are given two matrices A € RP*J and B € R?*J, Thefirst principal angle
0, (the smallest one) is obtained as follows. Choose unit vectors a; € row space A
andb; € row space B and minimizethe angle between them. Thisisthefirst principal
angle and the unit vectors a; and b; are the first principal directions. Next choose a
unit vector a € row space A orthogonal to a; and b, € row space B orthogona to
b, and minimize the angle 6, between them. These are the second principal angle
and directions. Continue in this way until min(p, ¢) angles have been found. Figure
1.10 illustrates this in a three dimensional space. This informal description can also
be formalized:
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Definition 2 Principal angles and directions

The principal angles§; < 6, < ... < m/2 between the row spaces of A and B of
two matrices A € RP*J and B € R?*J and the corresponding principal directions
a; € row space A and b; € row space B are defined recursively as.

cosf, = max a’b
a €row space A , bErow space B

T
- ak .bk )

subjectto||al| = ||b|| = 1andfor k > 1,a”.a; =0fori =1,...,k—1andb”.b; =0
fori=1,...,k— 1.

In the following we present two alternative definitions for the principal angles and
directions. These definitions are a little more practical since they alow for an easy
computation of the angles and directions.

Definition 3 Principal anglesand directions

Given two matrices A € RP*J and B € R?*/ and the singular value decomposition:
AT (AATY ABT (BBTY .B=USVT,

then the principal directions between the row spaces of A and B are equal to the rows
of UT and therows of V. The cosines of the principal angles between the row spaces
of A and B are defined as the singular values (the diagonal of S). The principal
directions and angles between the row spaces of A and B are denoted as:

[A < B] def ur,
[A < B] def vt
[A < B] dff S

An dternative definition to compute the principal angles and directions is given in
[AK 90] [Pal 82]:

Definition 4 Principal angles and directions

Theprincipal anglesand directions between the row spacesof A and B of two matrices
A € RPXJ and B € R?*J can be found through the singular value decomposition of
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(where o!/2 denotes any square root of a matrix):

(AATY"Y/2 (ABT).(BBT)" 12 =UsvVT (1.8)
as.
[A<B] = UT.(AAT)"'/2.4,
[A«B] = vI.(BBY")'2B,
[A«B] = S.

This definition is very appealing, since when A and B are just vectors (p = ¢ = 1),
equation (1.8) reducesto:
A.BT

=g,
VvAAT /BBT

whichisthe classical definition of the cosine between two row vectors.

144 Statistical tools

In this Subsection we relate statistical assumptions to geometric properties. These
properties will be used throughout the book in the proves of, and insights in the main
Theorems. They lie at the heart of the reason why subspace identification algorithms
work well for large data sets.

Consider two given sequencesay € R™ andey € R,k =0,1...,j. Thesequence
ey, IS azero mean sequence, independent of ay,:

E[ek] = 0,
Elarel] = 0.

In subspace identification we typically assume that there are long time series of data
available ( — o0), and that the datais ergodic. Due to ergodicity and the infinite
number of data at our disposition, we can replace the expectation operator E (average
over an infinite number of experiments) with the different operator E; applied to the
sum of variables (average over one, infinitely long, experiment). For instance for the
correlation between a;, and e;, we get:

o1
Blae] = Jim [53 aie]]
=0

J
= E.][Z aiezT] ’
i=0
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with an obvious definition of E;:

def .. 1
Bjle] = Jim <[]
These formulaslie at the heart of the subspace approach. Consider for instance ay, to
be the sequence of inputs u; and e, to be a disturbance. If we now assume that we
have an infinite number of data available (alarge set of data samples) and that the data
are ergodic and that u;, and e;, are independent, we find that:

Ei[> uiel]=0. (1.9)

Putting the data into row matrices:

d:ef ( Up U1 Uj ) )
C (oo o),
we find with (1.9) that:
Ej[u.eT] =0 ;

which implies that the input vector « is perpendicular to the noise vector e. So
geometrically (and for j — oo) we can state that the row vectors of disturbances are
perpendicular to row vectors of inputs (and to other variables not correlated with the
noise). Thisproperty isusedin subspaceidentification algorithmsto get rid of thenoise
effects. For instance by projecting the noise on the input®, the noise is annihilated:

Ejl le/ul| ]=0.

Thislast formulaisillustrated numerically in Figure 1.11. From thisit should be clear
that subspace identification algorithms are, in general, not well suited for short data
records.

More ideas about geometric properties of noise can be foundin [DMo 93]. Note aso
that the ideais closely related to the instrumental variable approach [Lju 87], as aso
indicated in the papers of Viberg & Ottersten [VOWL 93] [Vib 94].

5See Section 1.4.5 for astatistical definition of the projection.
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Figure 1.11 Norm of the projected noise sequence e/u, where e and u are
vectors with j samples.  The norm goes to zero with a factor 1A/7 as can
be seen from the Figure. When j is large enough and e is a zero mean
white noise sequence, e and u can be considered perpendicular to each other
(|| e/ul]] = 0). This illustrates why subspace algorithms work well, even in the pres-
ence of noise (when alarge number of samplesis available).

145 Geometrictoolsin a statistical framework

In the statistical (stochastic) framework we define the covariance @ 4, g between two
matrices A € RP*J and B € R7*J as:

def
D45 = E;[A.BT].

We can now extend the geometric tools introduced above in the deterministic frame-
work to the stochastic framework, i.e. for ease of notation and to facilitate the theo-
retical derivations we re-define the geometric operations in a stochastic context. This
re-definition simply consists of the following substitution in all definitions:

A.BT — (I)[A,B]-
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In a statistical framework, we thus get:

A/B = <I>[A7B].<I>EB7B].B,
A/B+ = A—Q[A,B]@{B’B].B,
P P
A/BC = ( P Panp )- l( (I)[g’g] q)[g’? ) ] .C
8.0 [B.B] first r columns
= [4/B*[c/BY).C,
and the principal angles and directions from the SV D of:
—1/2 —1/2
@y 4 Pram P (1.10)
as.
[AaB] = UT.®, /0 A, (1.11)
[A<B] = V'@, 3B, (1.12)
[A<B] = S. (1.13)

We use the same notation for the deterministic and stochastic geometric operations
since, when implementing the algorithms the number of measurementswill always be
finite® (j # o) and we approximate @ 4 g as:

1
(I)[A,B] >~ ; ABT .

Thusthetwo dlightly different definitionsin the deterministic and stochastic framework
coincide. For instance, for the orthogonal projection:

A/B = 459/, 5B
1

1 gl g
- AB"L[; BB') B

= ABT[BB"'.B,

which is exactly the same definition as in the deterministic setting. 1t should be clear
from the context which definition is implied, however the deterministic definition is
typicaly used in Chapter 2, while in Chapters 3 and 4 the stochastic definition is
implied.

6For many theoretical derivations in the stochastic framework, we will however assume that j — oo.
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1.5 CONCLUSIONS

In this Chapter we have motivated the need for mathematical models. We have
also provided an overview of the advantages of subspace identification algorithms,
as an overview of the major differences with classical identification methods. The
mathematical tools have been put in an historical perspective. Finally, we have given
an overview of the different Chapters.

In the last Section, we have introduced some geometric tools: orthogonal and oblique
projections and principal angles and directions. To solve the stochastic and combined
deter ministic-stochastic identification problem, these concepts have been extended to
the statistical framework.
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CHAPTER 1



DETERMINISTIC IDENTIFICATION

In this Chapter we treat the subspace identification of purely deterministic systems,
with no measurement nor process noise (v, = wy, = 0 in Figure 1.4). We treat this
problem for two reasons:

m  Most of the conceptual ideas and geometric concepts, which will also be used
in the Chapters to follow, are introduced by means of this simple identification
problem.

= \etreat the problemfroma different point of view asin theliterature, which makes
it easier to assimilate it as a special case in the Chaptersto follow. Smilarities
between the presented algorithm and the literature are pointed out.

In Section 2.1 we state the deterministic (subspace) identification problem mathemati-
cally and introduce the notation. Section 2.2 contains the main Theorem, which isthe
backbone of this Chapter. The Theorem allows for the extraction of the states directly
from input-output data. Relations to other algorithms in the literature are treated in
Section 2.3. Finally, Section 2.4 describes how the results of the main Theoremlead to
two algorithmsthat computethe systemmatrices. Section 2.5 containsthe conclusions.
Appendix B describes the software implementation of the algorithms in this Chapter.

Before we start the treatment of purely deterministic system identification, it should
be noted that most real-life measurements are corrupted by noise. This makes the
identification of deterministic systems a fairly academic issue. e refer the reader to
Subsection 2.3.3 for a short treatment of the noise effects and to Chapter 4 for the
more practical combined deterministic-stochastic identification problem, where the
measurements are corrupted by additive noise.

31
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Deter ministic identification problem:

Given: s measurements of the input u; € R™ and the out-
put y, € R generated by the unknown deterministic system of
order n:

xzﬂ = Azl 4+ Buy, (2.1)
yr = Cxl+ Duy, . (2.2)
Determine:
m  Theorder n of the unknown system

m  The system matrices A € R*"*™, B € R*"™™ C €
RIX™ D € RI*™ (uptowithin asimilarity transformation).

Figure2.1 The deterministic subspace identification problem.

21 DETERMINISTIC SYSTEMS

2.1.1 Problem description

Deterministic subspace identification agorithms compute state space models from
given input-output data. Figure 2.1 states the deterministic! (subspace) identification
problem. The unknown deterministic system is represented in Figure 2.2.

Several solutions to this problem have been presented in the literature [DMV 87]
[DM088] [DMVMVVM 88] [DMMVV 88a [DMMVV 88b] [DMMVYV 88c]
[MDMVV 89] [MDMYV 91] [MDM 92] [VODMS91] [VD 92]. In this Chapter we
present a new Theorem that unifies all these approaches into one general framework.
As will be shown in Section 2.3, all methods are closely related. The reason for
presenting a new Theorem, is that it fits nicely into the framework of combined sys-
tem identification of Chapter 4, and thus adds to the general consistency of the work
presented in this book.

I Note that the superscript “d” in all the variables stands for “deterministic”.
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Figure 2.2 A linear time-invariant deterministic system with inputs ., outputs y; and

states mz, described by four matrices A, B, C' and D. The symbol A represents a delay.
Notetheinherent feedback viathe matrix A (representing thedynamics). Inthedeterministic
identification problem, the circled signals (input v, and output ¥ ) are known. The state
is unknown, but will be determined as an intermediate result in the subspace identification
algorithms.

2.1.2 Notation

Block Hankel matrices and state sequences

In this Subsection we introduce the notation for block Hankel matrices and for system
related matrices.

Block Hankel matrices play an important role in subspace identification algorithms.
These matrices can be easily constructed from the given input-output data. |nput block
Hankel matrices are defined as:
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Uuo U1 us .. Uj—1
. U1 Ua Uus cee Uj " "
i past
U d_ef Ui—1 Uj; Uit1 . ’LLiJrj,z
02i—1 —
! Usg Uj+1  Ui+2 oo Uipj—1
i Ui+l  Uit2  Uip3 ... Uit j "future"
U2i—1 U2; U241 - U2445-2
def Uoji—1 def U,
Uij2i—1 Uy
J
Uo U1 U . Uj—1
i U1 U Uus . Uj
i+1 "past”
d_ef Uj—1 Uj L A )
- U Uit1l  WUit2 oo Ujpj—1
Ui+1  Ui+2  Ui43 .- Uit-j
i'l e o e o e "future"
U2i—1 W25 U241 .. U452

e () ()
Uit1)2i-1 Uy

where:

m  The number of block rows () is a user-defined index which is large enough i.e.
it should at least be larger than the maximum order? of the system one wants
to identify (see below). Note that, since each block row contains m (number of
inputs) rows, the matrix Up|o;—; consists of 2mi rows.

= The number of columns (j) is typically equal to s — 27 + 1, which implies that
all given data samples are used. Throughout the book, for statistical reasons (see

2Theoretically, the number of block rows should only be larger than the largest observability index, but
since this index is unknown we assume that s > n.



Deterministic |dentification 35

also Subsection 1.4.4), we will often assume that j, s — oo. For deterministic
(noiseless) systems thiswill not be necessary.

m  The subscripts of Upjzi—1, Upji—1,Uo|; denote the subscript of the first and last
element of the first column in the block Hankel matrix. The subscript “p” stands
for “past” and the subscript “f” for “future”. The matrices U,, (the past inputs)
and Uy (the future inputs) are defined by splitting Ug)2;—; in two equal parts of i
block rows. The matrices U;f and U 5 on the other hand are defined by shifting
the border between past and future one block row down?.

= Note that the distinction between past and future is somewhat loose, since both
the matrices U, and U, are denoted by “past inputs’. These loose notations are
however useful when explaining concepts intuitively. Note also that the past and
future inputs have many elementsin common. For instance the input «; can be
foundin U, asin U;. However, the corresponding columns of U, and Uy have
no elementsin common, and thus the distinction between past and future.

The output block Hankel matrices Yy2;—1,Y), Yy, Yp+, Yy are defined in a similar
way. Following the notation of Willems[Wil 86], we definethe block Hankel matrices
consisting of inputs and outputs as Wy;_:

def Up|i—
Woli-1 = ( Yg‘li_ll )

- ()

Similarly as before, T, is defined as:

State sequences play an important rolein the derivation and interpretation of subspace
identification algorithms. The (deterministic) state sequence X ¢ is defined as:
def i
Xd= ( zd méﬂ_l m;»i+j_2 ;rf+j_1 ) € R |

where the subscript 7 denotes the subscript of the first element of the state sequence.

3The superscript “+" stands for “add one block row” while the superscript “—” stands for “delete one
block row”.
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Analogousto the past inputs and outputs, we denote the past state sequence by X g and
the future state sequence by X ;!:

Xi=xg X{=x¢t. (2.3)

System related matrices

Subspace identification algorithms make extensive use of observability and controlla-
bility matrices and of their structure. The extended (i > n) observability matrix IT';
(where the subscript i denotes the number of block rows) is defined as:

c
CA
I = C A? € Rixn (2.4)

CAi—l

We assumethepair { A, C'} to be observable, whichimplies (see for instance [Kai 80])
that the rank of T'; is equal to n. The reversed extended controllability matrix Agl
(where the subscript i denotes the number of block columns) is defined as:

At yiip gi2p . AB B ervmi
We assume the pair { A, B} to be controllable. The controllable modes can be either
stable or unstable. The lower block triangular Toeplitz matrix H ¢ is defined as:

D 0 0 o 0
def CB D 0 0 o
H! = CAB CB D .. 0 € Rliixmi

CA" 2B CA"3B CA**B ... D



Deterministic |dentification 37

22 GEOMETRIC PROPERTIES OF DETERMINISTIC
SYSTEMS

In this Section we investigate the geometric properties of deterministic systems. In
a first Subsection 2.2.1 we introduce the matrix input-output equations, which lead
to the main Theorem for deterministic system identification in Subsection 2.2.2. The
Theorem allows the extraction of the state sequence directly from given input-output
data. The geometrical interpretation is given in Subsection 2.2.3.

2.2.1 Matrix input-output equations
Thefollowing Theorem states how thelinear state spacerelationsof formula(2.1)-(2.2)

can be reformulated in amatrix form. The Theorem was introduced in [DMo 88], and
isvery useful in many proofs of, and insights in subspace identification algorithms.

Theorem 1 Matrix input-output equations

Y, = IiX!+HU,, (2.5)
Yy, = DIX{+HWU;, (2.6)
X{ = AX]+AU,. (2.7)

The proof follows directly from the state space equations (2.1)-(2.2). The geometric
interpretation of equation (2.5) isillustrated in Figure 2.3.

2.2.2 Main Theorem

Before stating the main determini stic i dentifi cation Theorem, the following remark that
emphasizes the symmetry between the different Chaptersisin order: For each of the
separateidentification problems (Chapter 2, 3 and 4) we present amain Theoremwhich
states how the state sequence and the extended observability matrix can be extracted
from the given input-output data. After having treated the three Theorems for the
three different cases (deterministic, stochastic and combined deterministic-stochastic
identification), it will become clear that they are very similart. These similarities will
be treated in Section 4.5. We mention this fact early in the book, before the Theorems

4Note that these similarities are no coincidence. Chapter 2 and 3 are written with “fore-sight” towards
Chapter 4.
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HiU; .

d
I;.X}

Figure 2.3 Vectors in the row space of the block Hankel matrix ¥; are obtained as a
sum of linear combinations of vectors in the row space of the state sequence X; and linear
combinations of vectors in the row space of the block Hankel matrix U .

areintroduced, so that the synthesisin Section 4.5 will be anticipated by the attentive
reader.

The consequences of the deterministic identification Theorem are twofold:

m  Thestate sequence X Jil can be determined directly from the given datau, and iy,
without knowledge of the system matrices A, B, C, D.

m  The extended observability matrix I"; can be determined directly from the given
input-output data.

In Section 2.4, we will then describe how the the system matrices A, B,C, D can
be extracted from these intermediate results X ]‘Z and I';. An overview of the overall
deterministic identification procedureis presented in Figure 2.4.

In the main deterministic identification Theorem, we introduce two wei ghting matrices
W1 and W,. Theinterpretation and significance of these matrices is postponed until
Section 2.3 and Chapter 5. Suffices to state here that specific choices of the matrices
lead to different identification algorithms of the literature and that the choice of the
weights determines the state space basis in which the final model is obtained (see
Chapter 5).

In the main Theorem we will also use the concept of persistency of excitation. We
adopt the definition of Ljung [Lju 87]:
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input-output
datauk , yr
Theorem 2
X§ L
Subsection 2.4.1 i Subsection 2.4.2
system matrices
A, B,C,D

Figure2.4 An overview of the deterministic subspace identification procedure. Through
the main Theorem 2 the state sequence X% and the extended observability matrix T}
are determined. The system matrices are then extracted using any of the two agorithms
described in Sections 2.4.1 or 2.4.2.

Definition 5 Persistency of excitation

Theinput sequenceuy, € R™ ispersistently exciting of order 2: if theinput covariance

matrix def
R*™ = (P[UO\Zi—lyUO\Zi—l]

has full rank, whichis2.m.s.
Theorem 2 Deterministic identification
Under the assumptions that:

1. Theinput uy, is persistently exciting of order 2i (Definition 5).

2. Theintersection of the row space of U (the future inputs) and the row space of
X (the past states) is empty.
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3. The user-defined weighting matrices W, € R¥*! and W, € RI*J are such that
Wy isof full rank and W5 obeys: rank (IW,,) = rank (IW,,.W,), where W, isthe
block Hankel matrix containing the past inputs and outputs.

And with O; defined as the oblique projection:

O, d:ef Yy /U w,, (2.8
f

and the singular value decomposition:
Sy 0 vk
WioW, = (U Us) ( 01 0 ) < V;T > (2.9)
= UV, (2.10)

we have:

1. The matrix O; is equal to the product of the extended observability matrix and
the states:
0; =T;.X¢. (211)

2. The order of the system (2.1)-(2.2) is equal to the number of singular valuesin
equation (2.9) different from zero.

3. The extended observability matrix I'; is equal to®:

T, =W, 'U,8/2.T . (2.12)

4. The part of the state sequence X }‘ that lies in the column space of W, can be
recovered from:

Xfw, = TS5 (2.13)
5. The state sequence X ;‘ isequal to:

x¢=rlo;. (2.14)

SWithT' € IR* X" an arbitrary non-singular similarity transformation.
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The proof of the Theorem is fairly ssmple and leads to some insight in how subspace
identification results are typically derived. That is the reason why it is presented in
the main body of this book and not in an Appendix®. We will first present the proof,
after which interpretations of the fine details of the Theorem will be stated as a series
of remarks.

Proof

From formulas (2.5) and (2.7), wefind that X ]‘} can be written as alinear combination
of the past inputs U,, and outputsY,, asfollows:
X{ = AX]!+AlU,

= A" [FIYP _FIHidUp]“‘Azc'lUp

= [A? - ATIsz] Up + [ Airi'r ] Y,

= L,.W,, (2.15)
with:

Ly=( Af— ATl | AT]) .
With (2.15), formula (2.6) can be rewritten as:

Yy =T;.L, W, + HLU; .

From this formula and using (1.7), the first claim of the Theorem can be proven as
follows:

Y; = LiL,W,+H!U;,
Yillys = TiLy W, Iy, +H;i.UfHUfl :
N——
=0
Yy /UF = TiL,W,/Uf,
[Y,«/Uﬂ W, /U W, = TiL,W,,
—o =X7
0; = TuX7,

where we have used the fact that [W,, /U +].[W, /U#11.W,, = W,,. Thisis not trivial,
since W,/ UJ% is rank deficient for purely deterministic systems (see for instance
[MDMVV 89]) whichimpliesthat [W,,/U].[W, /U |" isdifferent from theidentity.

6 Future proofs will be presented in the Appendices.
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However, by imposing the first two conditions of Theorem 2, it is possible to prove
that (see Appendix A.1):

(W, /UFLIW, [UF W, = W, . (2.16)

The other claims of Theorem 2 are easy to prove: The second claim follows from the
fact that thematrix W, O; W5 isegual to the product of two matrices W, I'; (n columns)
and X J‘ZWZ (n rows). Since both matrices are of rank n. (W7 is of full rank and the
product X ?.Wz isof rank n dueto assumption 3 of the Theorem), their product isalso
of rank n. Equation (2.10) can be split into two parts (whereT' € R™*™ isan arbitrary
non-singular matrix representing a similarity transformation):

Wil = USYAT,
Xiw, = 1LV,

which leads to claim 3 and 4 of the Theorem. Claim 5 easily follows from the first
claim.

Remarks & comments

1. The important formula (2.15) (see aso for instance [MDMVV 89]) shows that
the states X ;l are lying in the row space of the past input and outputs W, . Itis
worth noting, even at this stage, that a similar observation will be made in the
next two Chaptersfor the stochastic and combined i dentification problems, where
the states will also be found as linear combinations of the “past”. Theorem 2 can
algebraically be summarized as follows:

rank (Yf/U W, = n
f
row space (Yf/U W,) = row space (X})
f
column space (Yf/U W,) = columnspace (T;)
f

This summary is the essence of why these algorithms are called subspace al-
gorithms. they retrieve system related matrices as subspaces of projected data
matrices.
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2. Note that the Theorem is very similar to the unifying Theorem presented in
[VODM 94b]. Itishowever different, sincein [VODM 94b] purely deterministic
systems are excluded, and only combined deterministic-stochastic systems with
a strictly non-zero stochastic component are discussed.

3. Notealsothat thereader whoisfamiliar withtheliterature of deterministic system
identification, may find the presentation of this Theorem a little awkward. The
results for deterministic system identification can indeed be presented in many
different ways. We choose this (new) presentation, since it generalizes nicely to
the stochastic and the combined deterministic-stochasti ¢ identifi cation of the next
two Chapters. In Section 2.3.1 and 2.3.2 we will indicate how the algorithms of
the literature tie in with Theorem 2.

4. The study of the effect of the weighting matrices W, and W5 is postponed to
Section 2.3 and Chapter 5. Suffices to say, that both 1/, and W, determine the
state space basis in which the identified model will be identified.

5. Some comments on the similarity transformation 7. It is introduced to make
the recovered observability matrix I'; and state sequence X J‘} exactly (number-
wise) equal to the origina XJSl (2.3) and I'; (2.4). The similarity transformation
is a function of W, and W>, so we should write T'(W7, W5) but this would
overload the notation. However it is not necessary to recover number-wise the
original matrices A, B, C, D from which the input-output data was generated, as
long as the identified set of state space matrices is equivalent within asimilarity
transformation to the original set of state space matrices. This implies that we
can just as well put the similarity transformation 7' equal to I,,. In doing so,
when using different weighting matrices W, and W, “different™ observability
matrices and state space sequences will be obtained from Theorem 2. However,
each set of quantities will lead to a set of state space matrices that is equivalent
(up to asimilarity transformation) to the original set of system matrices.

6. A Final note concerns the case where the input u;, is zero everywhere, except
atimei — 1 whereitisequa to 1. uw;—; = 1. The state x;, is aso zero for
k=0,...,i— 1. Thisimpliesthat y;, isan impulse response shifted over i time
steps. Consider for simplicity asingle-input system. In that case, wefind that the
state sequence X { is equal to:

X{=(B AB A’B ... A"'B).

7In a sense that the numbers in the matrices are different, because the choice of basis in the state space
isdifferent.
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HLU,

0; =T;.X} W,

Figure 2.5 Graphical illustration of Theorem 2. The oblique projection decomposes the
future outputs Y} along the future inputs Uy and the past inputs and outputs W,.

So, the oblique projection (2.8) then reduces to:

C
o= “ |(B aB a2B ... 4B,
CAi71

which shows that in this case the deterministic identification problem becomes
equivalent to the realization problem [Kun 78] [ZM 74], with i block rows and j
columns.

2.2.3 Geometric interpretation

Figure 2.5 shows agraphical interpretation of Theorem 2. From the Figure we see that
the oblique projection decomposes the future outputs (Y;) into its two components:
Onepart is dueto the futureinputs (H ¢.U ); the other part is dueto the past inputs and
outputs. This part isrank deficient due to the finite dimensional system that generated
the data: Only an n-dimensional subspace of the row space spanned by 1, is needed
to reconstruct the future.

23 RELATIONTO OTHER ALGORITHMS

In this Section we investigate the similarities between deterministic subspace identi-
fication algorithms of the literature and the new deterministic identification Theorem
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2. Two classes of deterministic algorithms are treated: intersection and projection
algorithms.

2.3.1 Intersection algorithms

A first class of identification algorithms are the intersection algorithms of
[DM088] [DMVMVVM 88] [DMMVV 88a [DMMVV 88b] [DMMVYV 88c]
[MDMVYV 89] [MDMV 91] [MDM 92] [Wil 86], where the row space of the state
sequence X ]‘Z is computed as the intersection between the row space of the past inputs
and outputs and the row space of the future inputs and outputs:

rowspaceX}’:rowspace ( g” > N row space < }l{f > .
P f

In[MDMVYV 89] it is shown that this intersection is n dimensional, and indeed rep-
resents a valid state sequence. It can easily be shown that the state sequence X J‘Z
computed in Theorem 2 (2.14) lies in the same intersection. Indeed, from (2.8) and
(2.14), wefind that the state sequence is formed as alinear combination of the rows of
Wp:
X{=TLYy W,.
f

From (2.6), we find that the state sequence X ;l can also be written as;
x4 =rly; -TLHIU;,

which provesthat the state sequence X ;l isalso lying in the sum of the row space of the
futureinputs (U) and outputs (Y7). The state sequence of the intersection algorithms
thus corresponds to the state sequence computed in Theorem 2.

Different ways to compute the intersection have been proposed. A first way, pre-
sentedin[MDMVV 89] [MDMYV 91] [MDM 92], is by making use of asingular value
decomposition of a concatenated Hankel matrix:

< U0|2i71 )

Y0\2i71 '

A second way [DMo 88] [DMMVV 88h] is by taking as a basis for the intersection
the principal directions between the row space of the past inputs and outputs and the
row space of the future inputs and outputs. Indeed, from Figure 1.10 it can be seen
that a non-empty intersection between two subspacesis characterized by a number of
principal angles equal to zero, and that the principal directions corresponding to these
zero angles form abasis for the row space of the intersection.
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The Matlab functioni nt er sec. mcontains a Matlab implementation of this algo-
rithm. See also Section 6.1 and Appendix B.

2.3.2 Projection algorithms

Intheliterature, several projection algorithm have been described [CXK 94&] [DMV 87]
[DMo 88] [Liu92] [SROK 92] [VODMS91] [VD 92]. An outline of these algorithms
isvery simple: When multiplying equation (2.6):

Yy =T X§ + H{ .Uy

from the right with HUfL , wefind:

Yy /UF =T X} /U . (2.17)

The main observation of the projection algorithms is that the system order and the
extended observability matrix can be extracted from a singular value decomposition
of (2.17): Itsrank?® is equal to n and its column space coincides with that of I';. Note
that to compute the left hand side of (2.17), only input-output data is required. This
class of algorithms can be completely incorporated into the framework of Theorem 2.
It sufficesto take:

Wl = Ili ’
W, = 1_IUfL )

which leads, with formula (2.9) and (1.7) to the singular value decomposition of ;

WiOWs = [Y;/UF LW, /UGN W, /Uf]

[
= [V /UF LW /UFT (W, /UF).(W, /U)W, /U]
= [Yf/U;_]'H[WP/U;-] (2.18)
= [V/UH. (2.19)

Thelast step is dueto the fact:
Yy /UF =13 X§/UF =1L, W, /U,

whichindicatesthat therow spaceof Y/ UJ% isasubspaceof therow spaceof W,/ UfL.
Projecting the row space of Y7/ UfL on the row space of W,/ UfL will thus have no

8Note that through assumptions 1 and 2 of Theorem 2 it is guaranteed that Xfi/U;- isof rank n.
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effect, and resultsinY; /U #+. We thus concludethat the singular value decompositions
of (2.17) used inthe projection algorithmsand of (2.18) used in Theorem 2 are singular
value decompositions of the same matrix, which illustrates that thereis no difference
between the classical formulation of the projection agorithms and the formulation of
Theorem 2.

The Matlab function pr 0j ect . mcontains a Matlab implementation of this algo-
rithm. See also Section 6.1 and Appendix B.

2.3.3 Noteson noisy measurements

In this Subsection we will shortly treat the behavior of the different algorithmsin the
presence of noise. The main question is the one of asymptotic unbiasedness, i.e. when
given an infinite amount of noisy data generated by an unknown linear system, does
the algorithm compute the exact linear system ?

For the intersection algorithm of Subsection 2.3.1 it was provenin [MDMVYV 89] that
the exact linear system is retrieved when both the inputs and outputs are corrupted by
additive spatially and temporary white noise sequences of equal covariance®. When
this assumption isviolated, it is possible to alter the algorithm by introducing weights
based on the knowledge of the noise correlation. This is described in [MV 90].
However the a-priori knowledge of the noise correlation is a severe restriction on the
application of this algorithm (since in most practical cases the noise correlation is not
known).

For the projection algorithms of Subsection 2.3.2, it was proven in [VD 92] that the
algorithms are asymptotically unbiased when the outputs are corrupted by additive
spatially and temporary white noise. In[SROK 92] it was described how to reduce the
finite sample variance by introducing extraweights.

Finally, for the algorithms based on the results of Theorem 2, it will be proven in
Chapter 4, that the algorithms compute asymptotically unbiased estimates when the
outputs are corrupted by additive (white or) colored noise.

So, even though the intersection agorithms, the projection agorithms and the algo-
rithmsbased on Theorem 2 have been provento be equivalentinthe purely deterministic
case, they behave differently in the presence of noise. This short discussion should
provide an extra motivation for the algorithms presented in this book, since most of

9 A sequence s spatially white when thereisno correlation between the different channels. Itistemporary
white when there is no correlation between different time samples.
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the practical identification problems can be brought back to the case where the outputs
are corrupted by additive colored noise.

We illustrate the differences between the different algorithms with a small example.
Consider the system:

Trp+1 = 0.85xp + 0.5ug ,
ye = —0.3z +0.1ug .

The input is the sum of a zero mean white noise sequence (variance 1) filtered with
a second order Butterworth filter (cutoff 0.3 times the Nyquist frequency, sampling
time T = 1) and a zero mean white noise sequence of variance 0.01. We performed
200 Monte Carlo experiments (j = 1000, ¢ = 4) with the same input. Three different
algorithms were considered to retrieve the matrix A from input-output data:

Intersection: The algorithm as described in Subsection 2.3.1 and [MDMVV 89].

Projection: The agorithm as described in Subsection 2.3.2 and [VD 92]. The matrix
Aisdetermined fromI'; in the “least squares’ way as described on page 53.

Theorem 2: The algorithm based on the results of Theorem 2 as described in Figure
2.8 (seefurther).

The datawere distorted in three different ways:

White noise on outputs: A white noise sequence of variance 0.01 was added to the
output.

White noise on inputsand outputs. Both inputs and outputs were corrupted by
adding an independent white noise sequence of variance 0.01 to them.

Colored noise on outputs. The outputs were corrupted by a colored noise sequence
that was generated by sending a white noise sequence e, of variance 1 through

the linear filter: 0.02z — 0.041
U4z — U.
H(z) = ————
(2) z—0.85

TheMatlabfiledet _si mil. mcontains a Matlab implementation of this example.
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Figure 2.6 Each of the plots shows as a dotted line the 200 Monte Carlo estimates of
the A matrix. The mean of these 200 experiments is plotted as a dashed dotted horizontal
line, while the exact value of the A matrix (0.85) is plotted as a full horizontal line. The
three columns represent the three algorithms that were used: intersection, projection and
the algorithm based on Theorem 2. The three rows represent the different experimental
conditions: In the first row white noise is added to the outputs, in the second row white
noise is added to the inputs and outputs and in the third row colored noise is added to the
outputs. From this Figure it can be clearly seen which agorithms compute asymptotically
unbiased estimates for which experimental conditions (full line and dashed dotted line
coincide). The intersection algorithms are unbiased for white noise distorted inputs and
outputs, the projection algorithms are unbiased for white noise distorted outputs, while the
algorithms based on Theorem 2 are unbiased for white and colored noise distorted outputs.
This Figure was generated using the Matlab file det sim1.m.
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24 COMPUTING THE SYSTEM MATRICES

In this Section, we explain how the system matrices A, B, C' and D can be computed
from the results of Theorem 2 in two different ways. A schematic overview of both
algorithms can be found in Figures 2.7 and 2.8. Note that the first steps of both
algorithms are the same and coincide with the steps described in Theorem 2. For the
implementation related issues we refer to Section 6.1.

24.1 Algorithm 1 usingthe states

From Theorem 2, we find:

m  Theorder of the system from inspection of the singular values of equation (2.9).
m  The extended observability matrix I'; from equation (2.12).
»  Thestate sequence X (= X §) from equation (2.14).

Through a similar reasoning and proof as in Theorem 2, it is easy to show that the
following holds:

o v owr
.

f
— ) d
— FZ*l'Xi+1 .

It is also easy to check that if we strip the last [ (number of outputs) rows of T';
(calculated from 2.12), wefindI";_;:

whereT'; denotes the matrix I'; without the last I rows. Now X ¢, , can be calculated
as.

Xy =T 05
At this moment, we have calculated X ¢ and X ii+1y using only input-output data. The
matrices A, B, C, D can be solved from:

i) = i), 2.20
( Yis ¢ D Uiji (220)
%/_/ E/_/

known known



Deterministic |dentification 51

where U;);, Y;); are block Hankel matrices with only one block row of inputs respec-
tively outputs. This set of equations can be easily solved in a linear least squares
sense'’. Note the symmetry intheway A, B, C and D appear in equation (2.20), i.e.
all matrices are solved from the set of equationsin one step. Thisisin contrast with
the second algorithm (see below) wherefirst A and C' are determined, after which B
and D are determined in a separate step. Figure 2.7 summarizes the steps of this first
deterministic algorithm.

The Matlab functiondet _st at . mcontains a Matlab implementation of this algo-
rithm. See also Section 6.1 and Appendix B.

2.4.2 Algorithm 2 using the extended observability matrix

The system matrices are determined in two separate steps. Asafirst step, A and C are
determined from I';; In a second step B and D are computed. From Theorem 2, we
find:

m  Theorder of the system from inspection of the singular values of equation (2.9).

m  Theextended observability matrix I'; from equation (2.12).

Determination of A and ('

The matrices A and C can now be determined from the extended observability matrix
in different ways. All the methods, make use of the shift structure of the matrix T';,
which impliesthat (see [Kun 78]):

where T; denotes I'; without the first I (number of outputs) rows. This equation can
be solved in many different ways:

Least squares; '! B
A=1,'T;.

10Note that when there is no noise, this set of equations is consistent and there is no need for a least
sguares solution.

' The names “least squares’ and “total least squares’ are not very meaningful in the case of purely
deterministic systems, since there isno noise. However, in the next Chapters (where the data are corrupted
by noise), we will refer to these methods again. At that point, the names do make sense, and that iswhy we
dready introduce them here.
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Deter ministic algorithm 1:

1. Calculate the oblique projections:

0; =Y, W, ,
f/Uf P

O;_1 Yf7 /U_ W; .

f
2. Cdculate the SVD of the weighted oblique projection:

WL0,W, =USVT .

3. Determine the order by inspecting the singular valuesin S
and partition the SVD accordingly to obtain U; and S;.

4, Determinel’; andT';_; as.
=W S, Tl =1y
5. Determine X¢ and X¢, | as:

X{=T0: , X =T 0.

6. Solvethe set of linear equationsfor A, B, C and D:

de+1 (A B de
Yo /] \C D Ugi )

Figure 2.7 A schematic overview of the first deterministic identification algorithm. See
Section 6.1 for implementation issues. This algorithm has been implemented in the Matlab
function det_stat.m.
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Total least squares. By making use of the singular value decomposition of the con-
catenated matrix [DMo 88]

(Ti - )=Usv",
and by partitioning the matrix V' € R2"*2" gs;
n n
n Vit Vis
V=
n <V21 V22> ’
we find the total least squares solution as:

A=Vo Vit

Stable A:  In many applications, it is known in advance that the dynamical system
matrix A should be stable. Aswas shown in [Mac 94], the following procedure
will always compute a stable matrix Aggp|e-

T;
Astable:FzT'~< 0 ) :

where 0 represent [ rows of zeros. This trick however introduces a bias in the
solution for A. The dynamical system matrix will only be recovered exactly
when A is indeed stable and when i — oc. In this case, the extra zeros added
at the bottom do not introduce an error (lim;_.. CA* = 0). In practice this
trick should be used with care, especially when the system has lightly damped
modes (or unstable modes). Indeed, the poles associated with these modes will
be“pushed” closer to the originin the Z-planeto preserve stability. Thiscanlead
to significant errorsin the identified models.

Optimally: In[OV 94] itisdescribed how the polesof the A matrix can be determined
trough fitting amatrix containing the coefficients of the characteristic polynomial
of A tothe null-space of I";. With this method it is also possible to take the finite
sample statistics of I'; into account, and thus obtain a statistical optimal estimate
of A. Werefer to [OV 94] for more details.

The matrix C' can be determined from thefirst [ rows of T';.
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Determination of B and D

After thedetermination of A and C, the system matrices B and D haveto be computed.
Here we will only sketch one possible way to do so, since for the purely deterministic
case, independent of the method used, the resulting B and D are exactly the same!2.
In Chapter 4, we will indicate how to extract B and D in the case of afinite number of
noisy data'3.

From the input-output equation (2.6), we find that:
I+.Y; =T+ HLU; (221

where ;- € R=)x5 jsafull row rank matrix satisfying T'+.T'; = 0. Observe that
with known matrices A, C,T';-,U; and Y} this equation is linear in B and D. To
enable an easy extraction of the matrices B and D, we multiply (2.21) with UJI from
theright hand side. Thisleadsto:

rfy; Ul = 15 . H!

\ , ~— ~—~
ER(li—n)xmi ER(li—n)xli €ERlixmi

For simplicity of notation, we denote the left hand side of the equation with M and
[';- with £. This equation can then be rewritten as:

(M1 Mz M,) = (£1 £2 »Cz)
D 0 0 0
CB D 0 0
x CAB CB D o |,
CA"2B CA*" 3B CA**B ... D

where M, € RUi—n)xm gnd £, € RI=7)*l Thiscan be rewritten as:

M,y L1 Lo ... Li1 L

M2 £2 £3 ,Cz 0 I 0 D

R I O <0Fi><B>’

w) \iw o ) e
S cRi(li—n)xli

120nce A and C are fixed, the state space basis of the system is fixed and thus B and D are uniquely
defined.
13|n this case, different methods give different results, and it is thusimportant to choose the right method.
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which isaset of linear equationsin the unknowns B and D whichistypically overde-
termined (when i(li — n) > (I + n)). It could for instance be solved using least
squares'4.

The Matlab function det _al t . mcontains a Matlab implementation of this algo-
rithm. See also Section 6.1 and Appendix B.

2.5 CONCLUSIONS

In this Chapter we have treated the subspace identification of purely deterministic
systems. By using geometric operations on the input-output block Hankel matrices, a
new general deterministic identification Theorem has been derived. This enables the
computation of the state sequences and of the extended observability matrix through an
obligque projection, directly frominput-output data. Connectionswith published deter-
ministic subspace algorithms have been indicated. Finally, two complete algorithms
have been presented.

Thereare many moreinteresting properties of block-Hankel matricesand deterministic
identification (see [DMo 88] [MDMVV 89] for instance), which we have not summa-
rized since we only wanted to stress the results that are important in the context of the
following Chapters.

14\When there is no noise, this set of equations is consistent, and no least squares solution is needed.
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Deterministic algorithm 2:

1. Calculate the oblique projection:

0, =Y W, .
f/Uf P

2. Cdculate the SVD of the weighted oblique projection:

WL0;W, =USVT .

3. Determine the order by inspecting the singular valuesin S
and partition the SVD accordingly toobtain Uy, U, and S; .

4. Determinel’; and '} as:
r,=w;vs? ) Th=Ulw, .

5. Determine A from I'; as A = I;'T; or from any other
method described on page 53. Determine C' as the first [

rowsof T';.
6. With:
(My My ... M;) = T}YpU},
(L1 L L;) = I},
solve B and D from:
Ml £1 Ez £i71 ,CZ
M2 [,2 [,3 El 0
. = [,3 [,4 0 0
M; L; 0 ... 0 0

Figure 2.8 A schematic overview of the second deterministic identification agorithm.
See Section 6.1 for implementation issues. This agorithm has been implemented in the
Matlab function det alt.m



STOCHASTIC IDENTIFICATION

In this Chapter, we treat the subspace identification of purely stochastic systems with
no external input (u;, = 0). The stochastic identification problem thus consists of
computing the stochastic system matrices from given output data only. We show how
this can be done using geometric operations.

This Chapter is organized as follows. In Section 3.1 we mathematically state the
stochastic (subspace) identification problem and introduce the major properties and
notation. Forward and backward innovation modelsplay animportant role, asdoesthe
concept of positive real sequences. One key result is the non-iterative formula for the
non-steady state Kalman filter state estimate. Section 3.2 contains the main Theorem
for stochastic subspace identification. It allows for the extraction of the non-steady
state Kalman filter states directly from the output data. Relationsto other algorithms
are discussed in Section 3.3. Finally, Section 3.4 shows how the system matrices can
be computed in three different ways. Section 3.5 contains the conclusions. Appendix
B describes the software implementation of the algorithmsin this Chapter.

3.1 STOCHASTIC SYSTEMS

3.1.1 Problem description
Stochastic subspace identification algorithms compute state space models from given

output data. Figure 3.1 states the stochastic (subspace) identification problem. The
unknown stochastic system is represented in Figure 3.2.

57
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Stochastic identification problem:

Given: s measurements of the output y, € R' generated by
the unknown stochastic system of order n:

xi‘+1 = Amz + wy ) (31)
Ye = Cl'z + vk, (32)
with wy, and v, zero mean, white vector sequences with covari-
ance matrix:
w T T\ _ Q S
B )l = (& ) G
Determine:

m  Theorder n of the unknown system

m  The system matrices A € R**",C € R'*" up to withina
similarity transformation and Q € R**", S € R**! R €
R*! so that the second order statistics of the output of the
model and of the given output are equal.

Figure3.1 The stochastic subspace identification problem.

The contributions of this book to the solution of the stochastic identification problem
arethefollowing (see also [VODM 91g] [VODMS 91] [VODM 91b] [VODM 93al):

Since the pioneering papers by Akaike [Aka75], canonical correlations (which
werefirst introduced by Jordan [Jor 1875] in linear algebraand then by Hotelling
[Hot 36] in the statistical community) have been used as a mathematical tool
in the stochastic realization problem. We have shown how the approach by
Akaike[Aka 75] and others (e.g.[AK 90] [Lar 83] [Lar 90]) boils down to apply-
ing canonical correlation analysis to two matrices that are (implicitly assumed
to be) double infinite (i.e. have an infinite number of rows and columns). A
careful analysisrevealsthe nature of this doubleinfinity and we manageto reduce
the canonical correlation approach to a semi-infinite matrix problem, i.e. only
the number of columns needs to be very large while the number of block rows
remains sufficiently small. This observation is extremely relevant with respect
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A
Y

D

Figure 32 A linear time-invariant stochastic system with outputs y, and states =, de-
scribed by thematrices A, C and the covariance matrices @, .S, R. Thesymbol A represents
adelay. In the stochastic identification problem, only the output is measured. The state
is unknown, but will be determined as an intermediate result of the subspace identification
algorithms.

to (for instance) the use of updating techniques. We have also shown how the
canonical correlation algorithm is just a specia case of a more general class of
algorithms.

= |n order to find the state space model, we derive a finite-dimensional vector
sequence which, in the case of double infinite block Hankel matrices, would be
avalid state sequence of the stochastic model. This sequence would correspond
to the outputs of an infinite number of steady state Kalman filters with an infinite
number of output measurements as inputs. For the semi-infinite matrix problem,
the sequence corresponds to the output of an infinite number of non-steady state
Kalman filters that have only used a finite number of output data asinput. These
state sequences are obtained directly from the output data, without any need for
the state space model. The state space model isthen derived from these sequences
by solving a least squares problem. Figure 1.5 illustrates the difference between
this approach and the classical one.

m A largely underestimated problem in stochastic subspace system identification
is that of positive real sequences. Indeed, for an identified covariance sequence
to be physically meaningful, it should be a positive real sequence. Almost all
subspace algorithms presented in the literature [Aka 75] [Aok 87] [AK 90] do
not guaranteethis property, which impliesthat the spectral factor of theidentified
covariance sequence does not exist. We recognize this problem and present a
variation to one of the algorithms so it computes a slightly asymptotically biased
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solution (the bias decreases when the number of block rows increases), but the
positive realness of the solution is guaranteed (if the identified system matrix A
isstable).

= We have derived a numerically robust square root algorithm (i.e. it does not
square up the matrices), that mainly uses the QR-decomposition and the Quotient
Singular Value Decomposition (QSV D) of thetriangular factorsand is compl etely
datadriveninstead of covariancedriven. Thefact that only one of the dimensions
of the matrices involved needs to go to infinity is very important since then
updating techniques can be used. This algorithmis described in [VODM 933].

3.1.2 Propertiesof stochastic systems

In this section, we summarize the main properties of linear time invariant stochastic
processes, including the non-uniqueness of the state space description.

It is assumed that the stochastic processis stationary, i.e.:

Elzy] = 0,

S (8 def s
E[zi(z})"] = %, (3.4
where the state covariance matrix ¢ is independent of the time k. Thisimplies that
A is a stable matrix (all of its poles are strictly inside the unit circle). There are
many representations of stochastic state space models. All of the representations are
equivalent, in the sense that the second order statistics of the output generated by
the models is the same, i.e. the covariance sequence of the output is identical. We
introduce the forward model, the backward model, the forward innovation model and

the backward innovation model.

Forward model

First we will develop some (well-known) structural relations for linear time-invariant
stochastic processes. Since wy, and vy, are zero mean white noise vector sequences,
independent of 7, we know that:

E[z{v]] = 0,

Elzrjuwl] =
Then we find the Lyapunov equation for the state covariance matrix ¢ (3.4):

o= E[$2+1 -(CCZ-H)T]
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E[(Az} + wy).(Az§ + wi)T]
= AE[z;(2})"]AT + E[wywi]
= AX*AT 1+ Q. (3.5)

Defining the output covariance matrices as:

def
Ai = Elyriyi]

wefind for Ag:
Ao = Efyeys]
E[(Cz;, + vi).(Cxf, + vk)T]
CE[z}(2})"]CT + Elvgy]
= C2CT+R. (3.6)

Defining

¢ € Blag,, ol
= E[(Az} +wp).(Cx} + vp)"]
= AE[z}(2})"]CT + E[wyvy ]

= A CT+ S, (3.7)
weget (fori =1,2,...):

A, = CATG, (3.8)

Ay = GTATHTCT . (3.9)

Thislast observation, indicatesthat the output covariances can be considered asMarkov
parameters of the deterministic linear time invariant system A, G, C, Ay. Thisisan
important observation, that will play a major role in the derivation of stochastic sub-
space identification algorithms. The properties of the forward model are summarized
in Figure 3.3.

Forward innovation model

The modéd (3.1)-(3.2) can be converted into a so-called forward innovation model (see
e.g. [Pal 82]). The forward innovation model is obtained by applying a Kalman filter
to the stochastic system (3.1)-(3.2):

xﬁﬂ = Ax£+Kfe£,
Yy = Cx£+e£,
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Theforward stochastic model:
i = Axp 4wy,
ye = Czi+ug,
w T T\ _ Q S
Bl )l = (& 5 )om
Elz(2})"] = ¥ = AYAT+Q,
[ykyk] = Ao = C¥*CT+R,
E[zj,1yf] = = Ax*cT +5.

Figure3.3 Theforward stochastic model.

Elef (e)T] = (Ag — CPCT) .
Here K/ isthe (forward) Kalman gain:
K/ = (G - APCT)(Ay — CPCT)™!

and P istheforward state covariance matrix, which can be determined asthe stabilizing
solution of the forward Riccati equation:

P = APAT + (G — APC")(Ay — CPCT)"1(G — APCT)T . (3.10)

In order to solve this Riccati equation, we have the following Theorem.

Theorem 3 Forward Riccati equation

Thesolutiontothe Riccati equation (3.10) can befound fromthegeneralized eigenvalue
problem

AT —CTAF'GT 0 Wi\ _ (L, —-CTAj'C Wi
-GA'GT T, Wy ) 7\ 0 A-GA,'C W, ’
11)

as P = WoW, . A containsthe n stable (i.e. inside the unit circle) eigenvalues of
the generalized eigenval ue pencil.
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Laub [Lau 79] presented a robust algorithm for solving the Riccati equation based
on the Schur decomposition. The properties of the forward innovation model are
summarized in Figure 3.4.

The Matlab functionsol vri ¢c. mcontains a Matlab implementation of this Riccati
solver. See also Appendix B.

Theforward innovation model:

xiﬂ = Ax£+Kfe£,
Yp = Cm£ +e£ ,
Elel(e])’] = (Ao —CPCT),
Elzf(z})"] = P,

P =APAT + (G- APCT)(Ag —CPCT)~1(G — APCT)T |

Kf = (G- APCT)(Ag — CPCT) L.

Figure3.4 Theforward innovation stochastic model.

Backward model

Associated with every forward model (3.1)-(3.2), there is a backward' model with
the same second order statistics as the forward model. This backward model can be
obtained as follows. Define the estimate? of «§ based on =} , | as.

S |,.8 def S(,.8 s s —1 s
H(xk|xk+1) = E[xk(xk+1)T](E[xk+l(xk+1)T]) 1$k+1~

We now have:

oy = M@glegg,) + (of — Mgleg,)
Bl (741) 1 (EBlog g (0540) D) " ok + (2f — M(aglaiig)
[ (2741)"1(5%) " aigy + (2f — M(zflzisg)
s

= EBlzi((@0) AT + w)I(E*) " aky + (f - Milefig)
= TUAT(E) lapg + (@ - Mglegg) -

1 Backward means that the iterative state space formulas of the mode! are running backward in time.
2For Gaussian signals thisis the minimum variance estimate [Pap 84].
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Now define the backward state 2}, def (Z#) "1z, then
2 =AT2 fud (3.12)
where:
wl € (50 (@ - Watleg ) -

Notethat w} isindependent of x5, , and thusalso of z;. Note also that the covariance
of the state of the backward model is given as:

El5 (% 0)"] = ()7 EliE)TE)™
(z9) L.

For the output equation, we obtain in asimilar way:

yr = W(yklegyr) + (ye — Wyklog,,))
_ 1

E[y(z741) 1 (Elrg i (274071 :rk+1 + (e — Wlyelzis1))
E[(Ca + o) (@) T AT +wi)](Z°) g + (ye — Mlyelaisn))
(CEAT + 8T)(Z°) " rafyy + (g — Wlyrl2740))
= GTzi +4},
with v? def (yr — (yx|zi,,)). Onceagain v} isindependent of =, , and thus also
of z;. Figure 3.5 summarizes the remaining properties of the backward model which
can be derived in asimilar way as the corresponding properties of the forward model.

Backward innovation model

Associated with the general backward model (3.12)-(3.12) is the backward innovation
model, which is obtained by applying a (backward) Kalman filter to the system (3.12)-
(3.12):

2 = AT 4 K,
Y = GTzk + ek ,
Elel(e?)T] = (Ao — GTNG) .
Here K isthe (backward) Kalman gain:
K’ = (CT — ATNG)(Ao - GTNG) ™

and NN is the backward state covariance matrix, which can be determined from the
backward Riccati equation:

N=ATNA+ (CT - ATNG)(Ao —GTNG)~'(CT - ATNG)T . (313)

In order to solve this Riccati equation, we have the following Theorem.
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The backward stochastic moddl:
i o= Alzi+wy,
Y = GTZI? +”Z )
wb Qb Sb
p T (,,0\T \]

BI( 5 ) e @ =( (@ ) o
E[zi(zp)"] = (%)' = AT(Z*)'A+Q",
Euyl] = Ao = GT(z*)"'G+R,
Elzi_yi] = C" = AT(E)7'a+ s

Figure3.5 The backward stochastic model.

Theorem 4 Backward Riccati equation

Thesolution of the Riccati equation (3.13) can befound fromthegeneralized el genvalue
problem

A-GAJ'C 0 Wi\ _ (I —GA;'GT Wi\,
-CTAC T, Wy )~ \ 0 AT —CTAS'GT W,y ’

as N = Wo,W; . A containsthe n stable (i.e. inside the unit circle) eigenvalues of
the generalized eigenval ue pencil.

Laub [Lau 79] presented a robust algorithm for solving the Riccati equation based
on the Schur decomposition. The properties of the backward innovation model are
summarized in Figure 3.6.

The Matlab functionsol vr i ¢c. mcontains a Matlab implementation of this Riccati
solver. See also Appendix B.

It is well known that the stochastic model for the data y, is not unique. Not only can
we introduce an arbitrary similarity transformation for the state (x; — T'z}) as with
all state space models. In addition, there is a whole set of possible state covariance
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The backward innovation model:

2 = AT+ Kb,
Yr = GTleé + ez )
Ele}(e})T] = (Ao—GTNG),
E[z(%)"] = N,

N =ATNA+(CT-ATNG)(Ao—GTNG) 1 (CT-ATNG)T |

K’ = (CT — ATNG)(Ao - GT'NG)™* .

Figure3.6 The backward innovation stochastic model.

matrices and covariance matrices ), R and S that give the same second order output
covariance matrices A;. This fact was described in detail by Faurre [Fau 76] and we
provide here only a summary of someinteresting results:

Theorem 5 FaurresTheorem

The set of forward and backward stochastic model sthat generate the output covariance
matrices A; is characterized as follows.

1. Thematrices A, C and G are unigque up to within a similarity transformation.

2. Theset of all forward state covariancematrices ¥¢ isa closed convexand bounded
set: P < Y% < N~! where P and N are the solutions of the forward (3.10)
respectively backward (3.13) Riccati equations®. Alternatively, the set of all
corresponding backward state covariance matricesis given by the closed convex
and bounded set: NV < (¥¢)~t < P!

3. For every state covariance matrix 3¢ satisfying these bounds, the matrices R, S
and @) associated to the forward stochastic model follow from the equations
Q=35 —A%%AT, S =G — AX*CT and R = Ay — CT*CT. The matrices
R, S and Q* associated to the backward stochastic mode! follow from Q° =
(9)~t - AT(25)714, 8 = CT — AT (%)~ 'G and R® = Ay — GT(2°)~1G.

31nequalities are to be interpreted in the sense of nonnegative definiteness.
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Definition 6 Balanced stochastic realization

A stochastic model will be called balanced if the solutionsto the forward and backward
Riccati equations are diagonal and equal.

3.1.3 Notation

Most of the notation will be drawn from the previous Chapter (Section 2.1.2). In this
Section, we only introduce the new notation used in this Chapter.

Block Hankel matrices

Since there are no external inputs for purely stochastic systems, we will not use any
input block Hankel matrices. The output block Hankel matrices are defined as in
the previous Chapter. Since stochastic systems require a certain amount of statistical
analysis, we will in this Chapter assume that j — oo for all theoretical derivations.
For notational convenience, we define the shorthand notation* Y, Y," and vy, Y,

j

Yo Y1 Yj—1
i . "past”
Yi—2 Yi-1 -+ Yitj-3
V.. . GE Yi-1  Yi oo Yigjoo def < Yoji-1 > def ( Y, >
ot Yi  Yitr oo Yikj-1 Yij2i1 Yy
i Yitr  Yi+2 - Yity " "
I .. DR DR DR fUture
Y2i—1 Y20 .. Y2i4j5-2

4Notethat, asbefore, the superscripts + and — refer to the size of the matrices. A matrix with superscript
“+" hasi(: + 1) block rows, while amatrix with superscript “—" has (¢ — 1) block rows.
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Yo Y1 Yj—1
i+1 ce .
Yi—2  Yi—1 Yitj—3
def Yi-1 Vi Yitj—2
Yi Yi+1 Yitj—1
Yit1  Yit2 Yitj
i-1 -
Y2i—1  Y2i Y2i4+j5—-2

CHAPTER 3
"past”
* () ¥ ()
Yit1j2i-1 Yy
"future"

System related matrices

The extended (i > n) observability matrix T'; was already defined in Section 2.1.2.
The pair {A,C} is assumed to be observable. The reversed extended stochastic
controllability matrix A¢ (where the subscript ¢ denotes the number of block columns
and the superscript “¢” stands for “ covariance”) is defined as:

A (aimg A AG G) eRwli (3.14)
We assume the pair {4, Q'/?} to be controllable. This implies that al dynamical
modes of the system are excited by the processnoise. It isindeedimpossibleto identify
un-excited modes. We also assume all modes of A to be stable. The block Toeplitz

matrices C; and L; are constructed from the output covariance matrices as:

Ai Aifl Az Al
def A1 A; Az Ay o
C; = N2 A Ay Az e R (3.15)
Agicr Agis Aipr Ay
Ao A71 A,z Al*i
def Ay Ao Ay Ay o
L, = As A A As_; e RXH . (3.16)
Air Ao A3 Ao

Animportant remark concernsthe estimation of the output covariancematrices. Hereto
we assume that they can be estimated as (see Subsection 1.4.4 for a definition of E;
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and Subsection 1.4.5 for a definition of @4 p)):

j—1
A Eil>  yk+ivi]
k=0
= ¢[l/i\i7Y0|0] '

From this observation it easily follows that (see also [VODM 944)):

Ci = @,y (3.17)
Li = (I)[YIHYP] (318)
= B,y - (3.19)

3.1.4 Kalman filter states

In the derivation of the subspace identification algorithms for stochastic system iden-
tification, the Kalman filter plays a crucial role. In this Subsection, we introduce a
closed form equation for the forward and backward non-steady state Kalman filter
state estimate. WWe also introduce a bank of non-steady state Kalman filters generating
a sequence of state estimates. In the main Theorem of this Chapter (Section 3.2.1), we
then indicate how this state sequence can be recovered directly from the output data

Yk

In thefollowing we indicate the state estimates by ahat i.e. zj, for the forward Kalman
filter estimate and 2, for the backward state estimate.

Theorem 6 Forward non-steady state Kalman filter

Given:

m  Theinitial state estimate: &o =0
m  Theinitial covariance of the state estimate Py = E[#0.21] =0

= Theoutput measurementsyo, . . ., Yx_1

then the non-steady state Kalman filter state estimate z;, defined by the following
recursive formulas:

A~

T = AZp_1+ Kk—l(yk—l — Ci?k_1) R (320)
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K1 = (G—AP, ,0T)(Ag—CP,_,0T)7 1, (321
P, = AP AT +(G - AP, CT)
x(Ag — CP_1CTY™1(G — AP,_,CTT | (322

can be explicitly written as:

Yo

Y1
T = Ai.L;l. : . (3.23)

Yk-1
The explicit solution of the covariance matrix P;, is equal to:

Py = AS.L (AT (3.24)

The proof in Appendix A.2 is a proof by induction. It is a little different from the
proof presented in [VODM 933, to make it similar to the proofs presented in the next
Chapter. Appendix A.3 contains some notes on theform of the Kalman filter equations
(3.20)-(3.22). From this last Appendix, we find that the covariance matrix of the state
error P, isgiven by:

Py = E[(z} — ).z} —r)" ]
= X° _Pk7

from which we conclude that:

m  Theassumption P, = 0 isthe same as the assumption 150 = Y%, Thismeansthat
at time zero, the covariance of the state error is equal to the covariance of the state
x} itself.

= When welet time go to infinity (k — oo), we find that P, = P, where P isthe
solution of the forward algebraic Riccati equation (3.10). This implies that the
covariance matrix of the state error is equa to P,, = X° — P. As proven by
Faure [Fau 76], this is indeed the smallest state error covariance matrix that can
be obtained.

m  Thisaso implies that when the original model was in forward innovation form
(X¢ = P), then P, = 0. This means that the state will be estimated exactly
when an infinite amount of output datais available.
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Thesignificance of Theorem 6isthat it indicateshow the Kalmanfilter state estimate i,
can be written as a linear combination of the past output measurements i, ..., Yx_1-
This observation allows for the definition of the forward Kalman filter state sequence
(that will be recovered by the stochastic subspace identification algorithms) as.

X; = (& &ip1 .o Fipjo1 )
= ALLTLY,. (3.25)
Thisstate sequenceisgenerated by abank of non-steady state Kalmanfiltersworkingin
parallel on each of the columns of the block Hankel matrix of past outputsY,,. Figure

3.7 illustrates this concept. The bank of Kalman filters runs in a vertical direction
(over the columns). It should be noted that the Kalman filters only use partial output

information. For instance, the (¢ + l)th column of )?i can be written as:
Yq
Fipg = ALLTE : ,
Yitq—1

which indicates that the Kalman filter generating the estimate of z;,, only uses i
output measurements y, . . ., yi+q—1, instead of &l the output measurements up until
timei +qg — 1: yo, ..., Yi+q—1 (8Swould be expected).

Finally note that for the backward stochastic model, adual Theorem can be derived:

Theorem 7 Backward non-steady state Kalman filter

Given:
2 = 0,
No = E[%zl]=0,
and the output measurements yo, . . ., ¥_ 11, then the non-steady state Kalman filter
state estimate Z_;, defined by the following recursive formulas:
2y = AT p + Ko (i1 — C2pt1) (3.26)
Ky = (CT—ATN_ 1 1G) (Ao — GTN_111G) 1, (3.27)
Ny = ATN_p A+ (CT — ATN_;11G)

x(Ao —GTN_j1G)H(CT —ATN_; . )T . (3.28)
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%, = [0 0 0 ]
- Kalman
P =0 Filter
Yo Yq Yj—1
Y,
Yi—1 Yitq—1 Yitj—2
e [ 3 o Birg o B J

Figure 3.7 Interpretation of the sequence)?i as a sequence of non-steady state Kalman
filter state estimates based upon i measurements of y.. When the system matrices
A,C,Q, R, S would be known, the state Ei+q could be determined from a non-steady
state Kalman filter as follows. Start the filter at time ¢, with an initial state estimate 0.
Now iterate the non-steady state Kalman filter over 4 time steps (the vertical arrow down).
The Kalman filter will then return a state estimate £+q. This procedure could be repeated
for each of the j columns, and thus we speak about a bank of non-steady state Kalman
filters. The major observation in the main Theorem 8 of this Chapter will bethat the system

matrices A, C, Q, R, S do not have to be known to determine the state sequence)?i. It can
be determined directly from output data through geometric manipulations (see Theorem 8).

can be written as:
Yo
Y-

fp=TF.L" _ . (3.29)
Y—k+1
The explicit solution of the covariance matrix Ny, is equal to:

N =TF.L;'Ty, . (3.30)

Analogous to the definition of the forward Kalman filter state sequence X;, we can
define the backward Kalman filter state sequence Z; as.

e

Z; (Zii1 2 .o Zipj2 )
= rlrL;ty;. (3.31)
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3.1.5 About positivereal sequences

In this Section we introduce a last important property of stochastic systems. An
arbitrary sequence A; can not always be considered as a valid output covariance
seguence. It hasto satisfy the positive real conditions for which we introduce several
equivalent tests.

The covariance sequence A, should be a positive real sequence. We present the

following equivalent statements to check the positive realness of a sequence. The
statements are borrowed from [Fau 76].

Definition 7 Positivereal sequences

The following statements are equivalent:

= Asequence A; generated by thematrices A, G, C, A, isa positivereal sequence.

m  Thedoubleinfinite matrix L., is positive definite:

Ao Ay A
Ly = A Ao Ay >0.

Ay A Ao

m  The Z transform of the sequence A, (the power spectrum) is a positive definite
(Hermitian) matrix for all z = e7“ on the unit circle:

[C(zI, — A)'G + Ao + GT (211, — AT) 1 CT] >0. (332

m  ThealgebraicRiccati equations(3.10) and (3.13) havea positive definite solution.

m  The covariance matrix of the process and measurement noise is positive definite;
S
(8 5).

When the covariance sequence is a positive real sequence, it is possible to calculate
a spectral factor by solving the Riccati equation (3.10) or (3.13). However, when the
seguence is not positive real, the set of possible Markovian realizations is empty, and
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we are not able to compute a forward or backward innovation model, let alone any
other model. In other words, it is highly necessary to identify a covariance sequence
(determined by the matrices A, G, C, Ay) that is positive real. We will elaborate on
this fact when presenting the algorithms (see Subsection 3.4.3).

3.2 GEOMETRIC PROPERTIES OF STOCHASTIC SYSTEMS

In this Section we present the main Theorem for the stochastic subspace identification
problem. The geometric interpretation of the Theorem in the j-dimensional spaceis
also presented.

3.21 Main Theorem

Just as for the deterministic identification (Section 2.2.2), we present amain Theorem
for the stochastic identification problem. This Theorem allows for the computation
of the row space of the state sequence X; and the column space of the extended
observability matrix I'; directly from the output data, without any knowledge of the
system matrices. The system matrices can then be extracted from X; or I';. An
overview of the general stochastic identification procedureis presented in Figure 3.8.

Note that just as in the deterministic main Theorem 2 we introduce two user-defined
weighting matrices W, and W,. The interpretation and use of these matrices will
become clear in Section 3.3 and Chapter 5.

Finally note that the presentation of this general stochastic identification Theorem is

different fromthetreatment intheliterature. Actualy, aswill be shownin Section 3.3,
this new Theorem encompasses all published algorithms.

Theorem 8 Stochastic identification

Under the assumptions that:

1. The process noise wy and the measurement noise vy are not identically zero.

2. The number of measurements goesto infinity j — oo.
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output
data yy.
Theorem 8
Subsection 3.4.3 } l
Xi Fi
Subsection 3.4.1 Subsection 3.4.2
system matrices system matrices
A,C,Q,5 R A G,C, Ao

Figure 3.8 An overview of the stochastic subspace identification procedure. Through

the main Theorem 8 the state sequence X; and the extended observability matrix T; are
determined. The system matrices are then extracted using any of the three algorithms
described in Sections 3.4.1, 3.4.2 or 3.4.3.

3. The user-defined weighting matrices W, € R'“*!% and W, € R/*J are such that
Wy isof full rank and 17, obeys: rank (Y,,) = rank (Y,.W,), whereY,, the block
Hankel matrix containing the past outputs.

And with O; defined as:

O; d:ef Yy /Y, , (3.33)
and the singular value decomposition:
T
WiOW, = (U Uy ) ( %1 8 > ( KlT > =5V, (334
2

we have:

1. The matrix O; is equal to the product of the extended observability matrix and
the forward Kalman filter state sequence:

0, =T %, . (3:39)
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2. The order of the system (3.1)-(3.2) is equal to the number of singular valuesin
equation (3.34) different from zero.

3. The extended observability matrix I'; and the associated extended controllability
matrix A¢ are equal to:

r, = wi'uSAr, (3.36)

A = Théy,y,. (3.37)

4. The part of the state sequence X; that lies in the column space of W, can be
recovered from:

Xiw, = T7.s1PvT (3.38)

5. The forward state sequence X, and the associated backward state seguence Zi

are egqual to:
X, = rho;, (3.39)
;= F?.@@vyf]yf ) (3.40)

The proof of this Theorem can be found in Appendix A.4.

Remarks & comments

1. Theorem 8 can algebraically be summarized as follows:

rank (Y;/Y,) = n
row space (Y;/Y,) = row space (X;)
column space (Y;/Y}) column space (T';)

This summary is the essence of why these algorithms are called subspace al-
gorithms. they retrieve system related matrices as subspaces of projected data
matrices.

2. Notethat a dual Theorem can be formulated when replacing O; by B;, where 5;
is the projection of the past outputs on the future outputs:

B =Y,)Y; = (A)T.Z; . (3.41)
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One could wonder why O; (3.33) and 53; (3.41) are not both included in Theorem
8. One could indeed calculate a singular value decomposition of O; and B;.
From thefirst SVD, T'; and X; could be determined as in Theorem 8. From the
second SVD, the backward states Z; and the extended controllability matrix A§
could be determined through (3.41). The problem with this procedureis that the
matrices I';, X; and A;, Z; determined in this way will not be in the same state
space basis. This leads to problems when determining the system matrices from
these quantities, since the matrices determined from I'; and/or X; will not bein
the same state space basis as the matrices determined from A§ and/or Z;.

3. The study of the effect of the weighting matrices W, and W5 is postponed to
Section 3.3 and Chapter 5. Suffices to say, that both 1/, and W, determine the
state space basis in which the identified model will be identified.

4. The sameremarkson the similarity transformation7” hold asfor the deterministic
Theorem (Remark 5 on page 43). This implies that we can put the similarity
transformation 7' equal to I,,. In doing so, when using different weighting
matrices W, and >, “different>” observability and controllability matrices and
different state space sequences will be obtained from Theorem 8. However, each
set of quantitieswill lead to a set of state space matricesthat is equivalent (up to
asimilarity transformation) to the original set of matrices.

3.2.2 Geometrical interpretation

Formula (3.33) indicates that the row space of the forward states X, can befound by
orthogonally projecting the row space of the future outputs Y, onto the row space
of the past outputs Y,,. Alternatively, Formula (3.41) shows that the row space of the
backward states Z; is equal to the orthogonal projection of the row space of the past
outputs onto the row space of the future outputs. These concepts are illustrated in
Figure 3.9.

3.3 RELATIONTO OTHER ALGORITHMS

In this Section, we show how special cases of Theorem 8 (special choices of the
weights W, and 1W5) correspond to algorithms described in the literature: Principal
component PC, Unweighted principal component UPC and Canonical variateanalysis

5|n a sense that the numbersin these matrices are different, because the choice of basisin the state space
is different.
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Figure 3.9 Graphical illustration of Theorem 8. The orthogonal projection of the future

outputs Y on the past outputs Y;, determines the forward state sequenceX;. Alternatively,
the orthogonal projection of the past outputs Y, on the future outputs Y; determines the

backward state sequence Z; .

I [ N 1 R
PC I | vTey )y,
upC | Iy I

—1/2
CVA | o,}/} I

Table 3.1 Overview of the special choices of W, and W> to obtain the published algo-

rithms PC, UPC and CVA.

CVA. The name, abbreviation and description of the algorithms presented in this
Section correspond to the conventionsin [ AK 90].

In this Section we show how through a specific choice of the weighting matrices W,
and W5, published algorithms are recovered. Theresults are summarizedin Table 3.1.

3.3.1 Theprincipal component algorithm (PC)

The principal component algorithm (see also [Aok 87] [AK 90]) determines the prin-
cipa components of the cross-covariance Toeplitz matrix C';, which can be estimated

fromthedataasin (3.17):

Ci = ¢[Yf7YP] )
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From the fact that (see Appendix A.4):
C; =T,.A7,

we find that a singular value decomposition of the estimated matrix C; will revea the
order of the system, the column range of I'; and the row range of A¢. For more details,
we refer to [Aok 87] [AK 90]. A nice side result is that the resulting realization of
A, G, C will be balanced® in the deterministic sense when [Moo 81].

The principal component algorithm fits into the framework of Theorem 8 by simply
taking the following weighting matrices:
Wl = Ili )
—1/2
Wy = Y, e 0y,

It is easy to show, that in this case the weighted projection (3.34) becomes equal to:

—1/2
WiO0Ws = By, v, 1. 8575 Yy

The singular values and the left singular vectors of the weighted projection W, O; W5
are now exactly equal to the singular values and the left singular vectors of the matrix
C;, since:

By [(Wi0W2).(WOW)T] = Bpy, .00 5 By, v, 0005 1 00y, v

= Py, Py, v
= C.of.

Thus we have shown how the principal component algorithmsfits in the framework of
Theorem 8.

3.3.2 Theunweighted principal component algorithm (UPC)

In the unweighted principal component algorithm (UPC), the extended observability
matrix is determined from the range of the left singular vectors of [AK 90]:

o;L7clr =u,stul .
The extended observability matrix is then determined as:

r;=0,5"%.

6Note that the system isonly exactly balanced when i — co. For finites the system isvery near to being
balanced.
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Once again, this algorithm can be easily fitted in the framework of Theorem 8 by
taking:

Wl = Ili ’
Wy = Ij .

Since in this case, the weighted projection W, 0O; W, = O; has a covariance matrix
0;.0F equal to C;L;'C', and thus has the same left singular vectorsas C; L; 'C7 .
We conclude that, once again, by the proper choice of the weights 17/, and W, the
UPC agorithms can be fitted in the framework of Theorem 8.

For this case, it is shownin [AK 90] that the forward innovation model is balanced in
the deterministic sense’.

3.3.3 Thecanonical variatealgorithm (CVA)

In this Section we show how a certain choice of weighting matrices W, and W,
corresponds to the canonical variate algorithm of [Aka74] [Aka75] [AK 90] or the
principal angles and direction algorithm of [VODM 933].

The canonical variate algorithm of for instance [AK 90] [VODM 933 computes the
principal angles and directions between the row spaces of the past outputs Y, and the
future outputs Y. This can be brought back to Theorem 8 by choosing the following
weights:

W = (P[Ylf/:f/f] ’

Wy, = Ij.

We then find for the covariance matrix of the weighted projection:

T _ —1/2 -1 —1/2
(W10;)(W105) = ‘I)[Yf,Yf]'(I)[Yhyp](I)[Yp,Yp]'(I)[vayf]'q)[Yf,Yf]
= U,SiUT.

By comparing this expression with equation (1.10), we see that the diagona of S,

contains the cosines of the principal angles. For this choice of the weights, and with

Uy, S1, Vi the singular value decomposition of the weighted projection of Theorem 8:
W0, = 52 0

[vayf]

"Note that the system isonly exactly balanced when i — oo. For finite i the system isvery near to being
balanced.
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= O R 2y Y
= SV,
and with (1.11)-(1.13) it can be easily shown that:
Y, avy] = Vv, (342
v, aY] = vl.ey/} vy, (3.43)
[V, <Y;] = Si. (3.44)
Furthermore, we find from Theorem 8 that:

_ 1/2 1/2
r, = ‘I’[yf,yf]-ULSl ,

c 1/2
A' = Sl/ ‘(P[V1T7YP] 5

(3

and that the forward and backward state sequences can be expressed as:

Xi = Sll/Q‘VlT ’

Zi = SPUteys vy

By comparing these expressions with (3.42)-(3.44), we find that the state sequences

X, and Z; are equal to S,/? timesthe principal directionsin Y, respectively Y;. This
is exactly the claim of for instance [VODM 93a).

It can be shown (see for instance [AK 90]) that the resulting model is stochastically
balanced® for this choice of weights (see also Chapter 5). Finally, it should be noted
that theideaof forward and backward statesis not restricted to the principal anglesand
directions (as is sometimes mistakingly thought). Theorem 8 indicates indeed that for
each choice of W, and W, aforward and a backward state sequence can be calcul ated.

3.34 A simulation example
Inthis Subsectionwe explain how the system order can be determined fromthesingular

values of W, O; W, and this for the three different choices of W, and W, presented
in this Section (PC, UPC and CVA). We consider the system in forward innovation

form:
06 06 0 0.1706
0.6 06 0 |zf+ | —01507 |ef,
0 0 04 0.2772

yp = (07831 05351 09701 )af +el

f
Tt

8Note that the system isonly exactly balanced when i — co. For finites the system isvery near to being
balanced.
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and:
Elel.(e])"] = 6.3663 .

An output sequence y;, of 4000 points was generated using this model. The number
of block rows istaken equal to 10. For each j between 100 and 4000, the singular
values of W, 0;W> were calculated (with WW; and W as described in this Section),
and plotted. This is illustrated in Figure 3.10. On this Figure, the convergence in
function of j can clearly be observed.

TheMatlabfilest 0_si mil. mcontains a Matlab implementation of this example.

34 COMPUTING THE SYSTEM MATRICES

In this Section we illustrate how the system matrices A, C and @, S, R (or G, Ag) can
be computed from Theorem 8 in three different ways.

A schematic overview of thethreeal gorithmscan befoundin Figures 3.11 through 3.13.
For the implementation of the algorithms we refer to Section 6.1 and [VODM 933].
Note that thefirst steps of all three algorithms are the same and coincide with the steps
described in Theorem 8.

3.4.1 Algorithm 1 using the states

From Theorem 8, we find:

m  Theorder of the system from inspection of the singular values of equation (3.34).

m  The extended observability matrix I'; from equation (3.36) and the extended
controllability matrix A¢ from (3.37).

m  The state sequences X i

Through a similar reasoning and proof as in Theorem 8, it can be shown that the
following holds:
def .
Oin = Y/ [Y,f

~

= i1 X
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Singular Values PC agorithm
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Principal Angles CVA agorithm
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Figure3.10 Theorder determining singular values (or principal angles) in function of the
number of block columns j for the three algorithms presented in this Section: Principal
component (PC), Unweighted principal component (UPC) and Canonical variate analysis
(CVA). For each of the three plots, the system order (three) can be easily be determined.
The convergence of the singular values in function of j can also be observed. For the first
two plots all singular values go to zero, except three. For the last plot, al principal angles
go to 90 degrees, except three. This Figure was generated using the Matlab file sta sim1.m.
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So, O; 1 can be easily calculated from the given output data. It is aso easy to check
that if we stripthelast I (number of outputs) rows of I'; cal culated from (3.36), wefind
| AP

Fi—l = & )

where I'; denotes the matrix I'; without the last [ rows. Now )?i-&-l can be calculated
from: R
Xip1 =T .01 .

At this moment, we have cal cul ated X ; and X i+1, using only the output data. We can
now form the following set of equations:

<§+1>:<g>@+w (345)

known known  regiduals

whereY;; isablock Hankel matrix with only onerow of outputs. Thisset of equations
can be easily solved for A, C'. Intuitively, since the Kalman filter residuals p.,, p., (the
innovations) are uncorrel ated with X; i, it seems natural to solve this set of equations
in a least squares sense (since the least squares residuals are orthogonal and thus
uncorrelated with the regrrsX ). In[VODM 933] it isshown that the least squares
solution indeed computes an asymptotically unbiased estimate of A and C as:

A )?z v
< o ) = ( Yi\? ) XTI (3.46)

The matrix G can be determined as the last [ columns of A¢. The matrix A, finally
can be determined as a sample covariance matrix of the output. For instance:

Ao = ‘I)[Yi\uYuJ :

With the weights W, and W, as described for the CVA algorithm (see Section 3.3.3),
thisalgorithm correspondsto the algorithm described in [VODM 934]. Moreinterpre-
tationsin terms of principal angles and directions can a so be found in that paper. An
interesting implementation of this algorithm using the quotient singular value decom-
position (QSVD) isalso described in [VODM 933]. Figure 3.11 summarizesthe steps
of the algorithm.

Note that a dual algorithm could be derived using the backward projections B; and
states Z In that casg, first the states Z and ZZ 1 are determined from the data. By
solving a set of least squares equations, we find the matrices A” and G”'. The matrix
C can be recovered from thefirst row of I';. Finally the matrix A isdetermined asa
sample covariance as before.
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Finally, note also that the covariance sequence generated by the identified matrices
A, G, C, Ay is not guaranteed to be positive real, as will be illustrated in Subsection
3.4.4. Thethird algorithm (Subsection 3.4.3) will take care of this problem.

The Matlab function st 0_ St at . mcontains a Matlab implementation of this algo-
rithm. See also Section 6.1 and Appendix B.

3.4.2 Algorithm 2 using the extended matrices

Similar to the second deterministicidentification algorithm of Chapter 2, the stochastic
matrices A, G, C can also be determined from the extended observability and control-
[ability matrices. From Theorem 8, we find:

m  Theorder of the system from inspection of the singular values of equation (3.34).

m  The extended observability matrix T'; from equation (3.36) and the extended
controllability matrix A¢ from (3.37).

Thematrix C can betaken equal tothefirst/rowsof I';. Thedynamical feedback matrix
A is determined from I'; in the same way as it was determined for the deterministic
case (see page 53). The matrix G' can be determined as the last I columns of Af.
Finally, the matrix A, is determined as a sample covariance matrix:

Ao = q)[Yi\uYiu] :

These steps are summarized in Figure 3.12. Notethat, once again, thisalgorithmisnot
guaranteed to computeaset A, G, C, A leadingto apositivereal covariance sequence.
The next Subsection deals with this problem.

The Matlab function st 0_al t . mcontains a Matlab implementation of this algo-
rithm. See also Section 6.1 and Appendix B.

3.4.3 Algorithm 3leadingto a positivereal sequence

An important observation is that the identified covariance sequence determined by
A, G, C, Ay should be a positive real sequence. If thisis not true, a spectral factor can
not be computed, and the set of forward (or backward) realizations of the covariance
sequence is empty. It turns out that if one starts from raw data, even when it was
generated by simulation of alinear stochastic system, the positive real condition of the
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Stochastic algorithm 1:

1. Calculate the projections:
0: = Yi/Y,,
Oi.1 = Y, /Y.
2. Cadculate the SVD of the weighted projection:
WiO;W, =USVT .

3. Determine the order by inspecting the singular valuesin S
and partition the SVD accordingly to obtain U; and S;.

4. Determinel’; andT';_; as:

Fi = W171U1511/2 5 Fi—l = Fz .

5. Determine)?i and )A(iH as:
X,=Tlo; , Xipn=T1,0:,.
6. Solvefor Aand C as.
(&)= )=
7. Determine G asthelast [ columnsof A¢:
AS=T]®y, v, .
8. Compute A as:

Ao = ¢[Yi\iyyi\i] :

Figure 3.11 A schematic overview of the first stochastic identification algorithm. See
Section 6.1 for implementation issues. This algorithm has been implemented in the Matlab
function sto_stat.m
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Stochastic algorithm 2:

1. Calculate the projection:

o € yvy,.

2. Cadculate the SVD of the weighted projection:
Wi0;Wy =USVT .

3. Determine the order by inspecting the singular valuesin S
and partition the SV D accordingly to obtain U, U and S.

4. Determinel’; as:
T, =W;'U,87% .
5. Determine A from I'; as A = I;'T; or from any other

method described on page 53. Determine C' as the first [
rowsof T';.

6. Determine G asthelast [ columnsof A¢:
Af = FI.¢[Yf7Yp] -
7. Compute A as:

Ao = (P[Yi\iyyi\i] :

Figure3.12 A schematic overview of the second stochastic identification algorithm. See
Section 6.1 for implementation issues. This algorithm has been implemented in the Matlab
function sto_alt.m.
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identified covariance sequenceis hardly ever satisfied. Thisis due to either the finite
amount of data available or to the fact that real datais often not generated by a linear
stochastic time invariant system.

This practical problemisrarely addressed in the literature. Aoki ([Aok 87, page 124])
mentions it once for a single-input single-output system of order one, and Vaccaro
addresses the problem for a single-input single-output system in [Vac 87] and for
general multiple-input multiple-output systemsin [VV 93], where he scales a Riccati
equation until it has a positive definite solution. Other interesting results on the
covariance extension problem in the context of stochastic subspace identification can
befoundin[LP 93] [LP 94].

In this Subsection, we introduce an alternative way to ensure positive realness of the
estimated covariance sequence. Unfortunately, this computation does not lead to an
asymptotically unbiased estimate (unless the number of block rows in the Hankel
matrices goes to infinity: ¢ — oc). In practice however, the (small) bias which is
a function of the convergence of the non-steady state Kalman filter, is a prize worth
paying for the guaranteed positive realness of the resulting covariance sequence.

We alter the first stochastic identification algorithm so that it will always identify a
positive real covariance sequence. The calculation of A and C' proceeds as before
through the least squares solution of equation (3.45). However, the calculation of
G and Ay is dtered as follows. We can recover the covariance of the process and
measurement noise from the residuals p,, and p,, of equation (3.45) as:

Ej[<f)’:>.(p£ pl )1=(§;" 12)

The subscript ¢ here indicates that the estimated covariances are not the steady state
covariances as introduces in (3.3), but are the non-steady state covariance matrices of
the non-steady state Kalman filter equation:

Piy1 = APAT +Q;,
G = APCT +S;,
Ao = CPCT+R;.

When i — oo, which is upon convergence of the Kalman filters, we have that Q; —
Q,S; — S, R; - R. Asasimpleapproximationwe can howeverput@ = Q;,S = S;
and R = R;. As stated, this introduces a bias when i # co. However, in return for
this bias, we get a guaranteed positive real covariance sequence. Thisis easily seen
from the fact that (by construction):

<5QT ;)ZEj[</;f>~(p5 oL > 0,
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which coincides with the fifth condition for positive realness in Section 3.1.5. The
quintuplet of matrices A, C, @, S, R found in this way thus always |eads to a positive
real covariance sequence. The matricesG and A, can be extracted from the quintupl et
by first solving the Lyapunov eguation for ¥°:

¥ =Av*AT + Q,
after which G and Ay can be computed from:
G = Av*cT+s,
Ao = CZCT+R.

Finally, themodel can be convertedto aforward innovation form by solving the Riccati
equation (3.10) for thematrix P. The Kalmangain canthen beeasily computed. Figure
3.13 summarizes the algorithm.

The Matlab function St 0_p0sS. mcontains a Matlab implementation of this algo-
rithm. See also Section 6.1 and Appendix B.

This algorithm can be seen as an agorithm that estimates A and C' asymptotically
unbiased, but introduces a small perturbation on G and Ay. An alternative algorithm
that only modifies Ay until the resulting covariance sequence is positive real can be
foundin[VODM 91a]. Themodification of A, isbased onalevel set algorithm similar
to the algorithm used to compute the H ., norm presented in [BB 90].

We conclude this Section with the following interesting observation (see also the sim-
ulation examplein Subsection 3.4.4): Algorithm 1 and 2 identify the stochastic system
asymptotically unbiased, but they can not guarantee positive realness of the identified
covariance sequence. Algorithm 3 will aways identify a positive real sequence, but
it is not asymptotically unbiased (for afinite number of block rows¢). An interesting
guestion is if it is possible to find an agorithm that is asymptotically unbiased and
always identifies positive real sequences. Thisis still an open problem.

3.4.4 A simulation example

In this Subsection we illustrate the properties of the three algorithms of Figure 3.11,
3.12 and 3.13 with a simple example. We will especialy investigate the asymptotic
unbiasedness in function of the number of block rows i (to illustrate the asymptotic
bias of algorithm 3), and the positive realness of the computed covariance sequence.

We consider the stochastic first order system in forward innovation form:
ol = 0.949z] +0.732¢] ,
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Stochastic algorithm 3:

1. Repeat steps 1 through 5 of the first stochastic identification algo-
rithm.,

2. Solvethe set of linear equationsfor A and C:

(3)-(2) ()=o)

3. Determine @, S and R from:

<5ng f{)ZEj[<ZZ>-(Pg )l

4. Determine ¢, G and A from:

¥ = A%*AT +@Q  solvefor ©° (Lyapunov) ,
G = AXCT+S  solveforG,
Ao = C=CT+R  solveforAg .

5. Determine P and K/ of the forward innovation model by solving
the Riccati equation:

P = APA" + (G- APC")(Ag — CPCTY" 1 (G — APCT)T |
K' = (G—APCT)(Ao—CPCT)'.

6. Theidentified forward innovation model is given by:

xiﬂ = Ax£+Kfe£,
Yp = Cx£ + e£ ,
Ble/(e])"] = R.

Figure 3.13 A schematic overview of the third stochastic identification algorithm. This
algorithm always computes a positive real covariance sequence. See Section 6.1 for imple-
mentation issues. Thisagorithm has been implemented in the Matlab function sta pos.m.
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yr = 0.1933z] +¢f ,

with:
Ele].(e])T] = 0.8066 .

For each 7 between 2 and 10, we generated 100 output sequences ¥y, which were
then used to identify 100 stochastic models using the algorithms described in this
Section (j = 1000). The average eigenvalue (A) and zero of the covariance sequence
(A—GA; ' C)areplottedin Figure3.14. Thebiasonthezero A—GA ' C for thethird
algorithmisclearly visible. It can a so beseenfromtheFigurethat for algorithm 1and 2
theidentified covariance sequencewasnot alwayspositivereal for small i. Thedecision
whether a system A, G, C, A is positive real or not is based on the distance of the
eigenvalues of the Hamiltonian (3.11) to the unit circle. When this distanceis smaller
than 10~1° for one of the eigenval ues, the systemislabeled * not positivereal”. Another
way to check this is by inspecting the positivity of expression (3.32). This returned
exactly the same results. Note that when checking this last equation, the deviation
from positivity was often very large asisillustrated in Figure 3.15. From Figure 3.14,
one could deduce that algorithm 1 and 2 estimate positive covariance sequences for
larger i. Thisishowever misleading, asisillustrated in Figure 3.16 (same experiment,
with the system: A = 0.85,C = —0.5998, K/ = 0.2450, E[e].(e])T] = 2.7942).

TheMatlabfilesst 0_si n2. mandst o_si nB. mcontain aMatlab implementa-
tion of these examples.

3.5 CONCLUSIONS

In this Chapter we treated the subspace identification of purely stochastic systems. A
survey of properties of stochastic systems was introduced, among which the positive
real condition for covariance sequences. The concept of a bank of non-steady state
Kalman filters lead to the new and general main stochastic identification Theorem.
This indicates how the Kalman filter state sequence can be extracted directly from the
output data. Existing stochastic identification techniques proved to be a special case of
this Theorem. Application of the Theorem|ed to three algorithms of which thefirst two
were asymptotically unbiased, while the third algorithm guaranteed positive realness
of the identified covariance sequence.
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Illustration of the properties of the three algorithms presented in this Section.

The expected value of the eigenvalue (row 1) and zero of A — GAY LC (row 2) are plotted.

Thethird row contains the percentage of identified positive real covariance sequences during
the 100 Monte Carlo experiments. Thefirst row illustrates that the three algorithms estimate
the dynamical system matrix A asymptotically unbiased. From the second row, we see that
the third algorithm returns asymptotically biased estimates of the zero of the covariance
sequence, which is due to the bias on G and Ay. However, the third row illustrates the
advantage of the third algorithm. The covariance sequence is aways positive real. One
could mistakenly deduce from the first and second plot of the third row that the first and
second algorithm compute positive real sequencesfor large:, however Figure 3.16illustrates
that thisis not always the case. This Figure was generated using the Matlab file sta sim2.m.
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Figure 3.15 Z-transform of one of the identified “non-positive” covariance sequences
(see (3.32)). When the covariance sequence would be positive real, its Z-transform would
have been positive. This Figure indicates the severe violation of the positivity constraint for
some of the identified sequences.

Algorithm 1 Algorithm 2 Algorithm 3

100 100 100 KKK HK
80| * 8ol * 80
EI 3 X X
b3 X X X b3 X X K
60 ; X 60 ; * 60
5 10 5 10 5 10
Number of block rows i

Number of block rows: Number of block rows ¢

Figure 3.16 Percentage identified positive real sequences for 100 Monte Carlo experi-
ments, for a different system asin Figure 3.14. This Figure illustrates that for algorithm 1

and 2, the identified covariance sequence is not always positive real, even for larger i. This
Figure was generated using the Matlab file sta sim3.m.
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4

COMBINED
DETERMINISTIC-STOCHASTIC
IDENTIFICATION

In this Chapter we describe the subspace identification of combined deterministic-
stochastic systems. For these systems, both the external input u; and the process
and measurement noise w;, and v;, are different from zero. We use the results and
ideas of the two previous Chapters to derive the main Theorem, which indicates how
the combined deterministic-stochastic Kalman filter states can be extracted from the
input-output data.

In this Chapter we also derive an “industrially robust” combined deterministic-
stochastic subspace identification algorithm.

At the end of the Chapter, we indicate how the two previous Chapterscan be considered
as special (limiting) cases of the combined algorithms presented in this Chapter. e
found this to be an important observation, since it implies that most of the subspace
algorithms publishedin the literature (deterministic, stochastic and combined), can be
unified and are in essence the same.

This Chapter is organized as follows. In Section 4.1 we mathematically state the
combined deter mini stic-stochasti ¢ (subspace) i dentification problemand introduce the
notation. We also show how the combined non-steady state Kalman filter states can be
computed froma non-iterativeformula. Section 4.2 containsa projection Theoremand
the main Theorem. The combination of both Theorems allows for the computation of
the non-steady state Kalmanfilter sequencedirectly fromtheinput-output data, without
knowledge of the system matrices. Section 4.3 discusses the relation between the main
Theorem and some published algorithms. Three algorithms are described in Section
4.4. Finally Section 4.5 indicates the similarities between the three main Theorems
of Chapters 2, 3 and 4. The conclusions can be found in Section 4.6. Appendix B
describes the software implementation of the algorithms in this Chapter.

95
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Combined identification problem:

Given: s measurements of the input u; € R™ and the out-
put y, € R! generated by the unknown combined system of

order n:
Tpr1 = Az + Bup +wy , 4.2
Y = C.Z‘k + Duk + v, (42)
with wy, and v, zero mean, white vector sequences with covari-
ance matrix:
w T T\ _ Q S
B )l = (& ) @3
Deter mine:

m  Theorder n of the unknown system

m  The system matrices A € R*"*™, B € R"™™ C €
R*" D e RX™ yp to within a similarity transformation
and the matrices Q € R**™, S € R**! R € R'*! so that
the second order statistics of the output of the stochastic
subsystem and of the stochastic part of the given output are

equal.

Figure4.1 The combined subspace identification problem.

41 COMBINED SYSTEMS

4.1.1 Problem description

Combined subspace identification algorithms compute state space models from given
input-output data. Figure 4.1 states the combined (subspace) identification problem.
The unknown combined system is represented in Figure 4.2.

The contributions of this book to the solution of the combined deterministic-stochastic
identification problem are the following (see also [VODMS91] [VODM 92]
[VODM 93b] [VODM 943 [VODM 94b] [VODM 94c] [VODM 954]):
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Figure4.2 A linear time-invariant combined deterministic-stochastic system with inputs
ug, outputs y; and states x;, described by the matrices A, B, C, D and the covariance
matrices @, S, R. The symbol A represents a delay. In the combined identification
problem, the input and output signals are measured. The state is unknown, but will be
determined as an intermediate result of the subspace identification algorithms.

We have derived two new algorithms that solve the combined deterministic-
stochastic identification problem. These algorithmscan bevery nicely interpreted
in the framework of the non-steady state Kalman filter sequences. It is proven
that, just as for the purely stochastic case, these Kalman filter sequences can be
determined directly from the input-output data, without knowing the system.

We have studied the asymptotic behavior of the algorithms and proved through
the connections with the Kalman filter theory, that the first algorithm computes
asymptotically unbiased estimates of the system matrices, while the solutions of
the second simpler algorithm are proven to be dlightly biased. We aso showed
that thisbiasis afunction of the convergencerate of the non-steady state Kalman
filter to a steady state Kalman filter.

We have shown that through the right choice of user defined weighting matrices,
algorithms previously described in the literature (N4SID [VODM 94a], MOESP
[Ver 94], CVA [Lar 90]) can be recovered easily from the general Theorems pre-
sented in this Chapter. Often the proofsand/or interpretations of these algorithms
were incompletein the literature. However, through the link between our results
and the resultsin the literature, this problem has been solved. The possibility of
choosing certain weights also leads to a whole new class of combined subspace
identification algorithms.
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m  From our experience with practical industrial data sets, we have derived a “ user-
robustified” combined identification algorithm. Theword “robust” hereindicates
that the algorithm computes good models for aimost all practical cases.

= Finally, we have shown how the algorithms can be efficiently implemented us-
ing the connections between the geometric interpretations and numerical linear
algebratools.

4.1.2 Notation

Most of the notation will be drawn from the previous Chapters (Section 2.1.2 and
3.1.3). Inthis Section, we only introduce the new notation used in this Chapter.

Werequirethepair { A, C'} to be observablesince only the modesthat are observed can
be identified. Furthermore, we require the pair { A, [B , QY 2]]» to be controllable.
Thisimplies that al modes are excited by either the external input u;, or the process
noise wy,.

The deterministic and stochastic subsystem

Thesystem (4.1)-(4.2) issplit in adeterministic and astochastic subsystem, by splitting
the state (x;) and output (y;) in adeterministic (e¢) and stochastic (e*) component:
Ty = ¢4,
uh = Yi+ui-
The deterministic state (z{) and output (y¢) follow from the deterministic subsystem,

which describes the influence of the deterministic input (u;) on the
deterministic output:

viy = Az{+ Buy, (4.4)
y,‘j = ng-i—Duk. (4.5)

The controllable modes of {A, B} can be either stable or unstable. The stochastic
state («}) and output (y;) follow from the stochastic subsystem, which describes the
influence of the noise sequences (wy, and vy,) on the stochastic output:

T, = Az +w, (4.6)
yp = Cxi+u. 4.7

The controllable modes of {4, (Q®)'/?} are assumed to be stable. The deterministic
inputs (u) and states (z¢) and the stochastic states (=§) and outputs (y;) are assumed
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to be quasi-stationary (as defined in [Lju 87, page 27]). Note that even though the
deterministic subsystem can have unstable modes, the excitation (u;) hasto be chosen
in such away that the deterministic states and output are finite for all time. Also note
that since the systems {4, B} and {4, (Q*)'/?} are not assumed to be controllable
(only the concatenation of the determini stic and stochastic subsystem asawholeshould
be controllable), the deterministic and stochastic subsystem may have common as well

as completely decoupled input-output dynamics.

Block Hankel matrices

The block Hankel matrices Uy|2;—1 and Yp);—, are defined asin Section 2.1.2. The
block Hankel matrices Yoff%fl and Yiipioy &€ defined in a similar way using the
deterministic respectively stochastic output. For notational convenience we use (just
asin Chapter 2, Section 2.1.2) the shorthand notation W, Y, U, and W;f, Yo, Uy
The state sequence is defined as:

def B
X, = ( Ti Titl .- Titj—2 Tipj—1 ) e R**7 |

The deterministic state sequence X ¢ and stochastic state sequence X ¢ are defined as:

4 def d ..d d d nx;j
X; = ( TP Tinq o-- Tipjo Tiyjog ) eR ,

def .

s ACI 7 X
X7 = (= owi, .. xy o, w; . ) €eRVY

In asimilar way asin Section 2.1.2, the past and future deterministic and stochastic
state sequences are defined as:

d _ d d _ d
X=X . Xf=Xx{,
X, =X; , X;=X!.
Note that these are not the key state sequences for combined system identification.

Theintroduction of the moreimportant Kalman filter state sequenceis postponed until
Section 4.1.3.
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System related matrices

For the deterministic subsystem (4.4)-(4.5) we adhere to the notation introduced in
Section2.1.2. Wewill usethe extended observability matrix I';, the (reversed) extended
controllability matrix A¢ and the lower triangular block-Toeplitz matrix with Markov
parameters H¢. We al so definethe following covariance and cross covariance matrices
(which exist due to the quasi stationarity of u;, and ¢, see above):

R*" d:ef ¢[U0‘2i717U0|2i71]
_ < Cw,.0,1 P,y )
P, v, Py
()
(rRpp)t Ry )
o g
= ( rxgv, Prxgug )
= (Spvosp ),
a4 Prxa xa) -

For the stochastic subsystem (3.1)-(3.2) we use the notation of Section 3.1.3. We will
usethethe (reversed) extended controllability matrix A¢ (3.14), and the block-Toeplitz
matrices C; and L; (3.15)-(3.16).

4.1.3 Kalman filter states

In the derivation of the subspace identification algorithms for combined deterministic
- stochastic system identification, the Kalman filter plays a crucial role. In this
Subsection, we introduce a closed form equation for the non-steady state Kalman filter
state estimate for the combined system. We also introduce a bank of non-steady state
Kalman filters generating a sequence of state estimates. In the main Theorem of this
Chapter (Section 4.2.3), we then indicate how this state sequence can be recovered
directly from the input-output data.

Just asin Chapter 3 we indicate the state estimate by ahat: ..
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Theorem 9 Combined non-steady state Kalman filter
Given:
m  Theinitial state estimate:

m  Theinitial estimate of the matrix; P,

= Theinput and output measurements uo, ¥, - - - , Uk—1, Yk—1

then the non-steady state Kalman filter state estimate ;. defined by the following
recursive formulas:

ir = A#p 1 +Bup+ K, (yp 1 —Cép 1 — Dug_1),  (4.8)
K1 = (G—AP,_,CT)(Ao — CP,_,CT)71, (4.9)

P, = AP, AT +(G - AP,_,COT)
x(Ag —CP, 1CT)"H(G — AP, 0T, (4.10)

can be explicitly written as:

To
Ug

b= (AT | A —oHE | o) | we | @)
Yo
Yr—1
where:
O oo (Af = A*R)(Ly = Ty RoTE) (412
The explicit solution of the matrix Py is equal to:

P = A¥Py(ATYF + (A — AFPy DT (Ly, — T BT 71 (A — AP TTT . (4.13)

The proof in Appendix A.5 is one by induction. Just as for purely stochastic systems,
it can be proven (seefor instance Appendix A.3) that the covariance matrix of the state
error P, isgiven by:

Py = E[(xx —ax).(xp — 1) ]

= Y _P.
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From this we conclude that the covariance of the initial error on the state estimate is
givenby P, = X% — Py. Thisindirectly impliesthat P, should be negative definite (or
smaller than ¢ at least'). The other two remarks that can be drawn from the above
formulaare the same as for the stochastic Kaman filter on page 70.

The significance of Theorem 9 isthat it indicates how the Kalman filter state estimate
2, can be written as alinear combination of the past inputs and output measurements
Uug, Yo, -+ -, Uk_1,Yr_1 and of theinitia state estimate .

This observation allows the definition of the state sequence that will be recovered by
the combined deterministic-stochastic subspace identification algorithms as (with X,
the sequence of initial states):

X, = (& Ziy1 ... Zigj1 )
. X—O
= (A —on | A -HE| Q) | T,
Yp
_ (Ar—an | (A—H! Q) )(XO ) L @19
Wp

This state sequenceis generated by abank of non-steady state Kalman filters, working
in parallel on each of the columnsof the block Hankel matrix of past inputsand outputs
Wp. Figure 4.3 illustrates this concept. The bank of Kalman filters run in a vertical
direction (over the columns). Just as for the stochastic Kalman filter sequence, this
state sequence only uses partial input-output information.

Contrary to the Kalman filter state sequence as defined for the purely stochastic case
in the previous Chapter, the Kalman filter state sequence as defined by (4.14) is not
unique. Indeed, the sequence depends on the choice of the initial state sequence X
(which wastaken to be zero in the stochastic case) and theinitial matrix P, (whichwas
also taken equal to zero in the stochastic case). The reason why for the combined case
these quantities are not taken equal to zero is that the sequence recovered through the
combined subspace identification algorithmsis a Kalman filter sequence with Xy # 0
and P, # 0. Note also that (as would be expected) the results of the stochastic
Kalman filter Theorem 6 can be recovered from the results of Theorem 9 by putting
Zo :O,Po :0anduk =0.

LIt would just as well have been possible to substitute 7, by —P;,, which would have led to P, =
3% + Py, which seems intuitively more logical. The reason why thisis not done is partialy historical: In
the stochastic framework, the Riccati equations have always been presented as in the book; and partially
practical: Changing the sign of B, in the Riccati equations would also change the sign of the limiting
solution when k£ — oo. Thiswould imply a negative definite limiting solution — P at infinite k.
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B, Xo = [ o Ty Tj1 ]
Up Ui—1 Ujtg—1 Uj4-5—2
W, = Y.
P Yo Yq Yji—1
Yi—1 Yitq—1 Yitj—2
L Y Y Yy |
X [ 7 o Birg o B J

Figure 4.3 Interpretation of the sequence)? ; as a sequence of non-steady state Kalman
filter state estimates based upon 7 measurements of v, and y;. When the system matrices
A,B,C,D,Q,R,S would be known, the state 5:}-+q could be determined from a non-
steady state Kalman filter asfollows: Start the filter at time g, with an initial state estimate
7, (the superscript “i” isintroduced to distinguish the estimated 7 from theinitial zi,) and
initia error covariance matrix 3* — Py. Now iterate the non-steady state Kalman filter over
1 time steps (the vertical arrow down). The Kalman filter will then return a state estimate
Ei+q. This procedure could be repeated for each of the j columns, and thus we speak about
a bank of non-steady state Kalman filters. The major observation in subspace algorithms
is that the system matrices A, B, C, D, Q, R, S do not have to be known to determine the

state sequence X ;. It can be determined directly from input-output data (see Theorem 12).

In what follows we will encounter different Kalman filter sequences (in the sense
of different initial states X, and initial matrices Fp). Therefore we will denote the
Kalman filter state sequence with initial state X, and initial matrix P, as:

-~

Xi[)/(\o,Po] ’
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4.2 GEOMETRIC PROPERTIES OF COMBINED SYSTEMS

4.2.1 Matrix input-output equations

The matrix input-output equationsfor the combined system (similar to the matrix input
output equations of Section 2.2.1) are defined in the following Theorem:

Theorem 10 Combined matrix input-output equations

Y, = IiXI+HIU,+YS, (4.15)
Yy = DX+ HU;+YY, (4.16)
X{ = A'X]+AlU,. (4.17)

The Theorem is easy to prove by recursive substitution into the state space equations.

4.2.2 A Projection Theorem

In this section, we introduce the projection of the future outputs onto the past and
future inputs and the past outputs. Through this projection, the Kalman filter states
can be related to the data. Contrary to the two previous Chapters, for the combined
case there are two main Theorems. The first oneis presented in this Section while the
second Theorem (whichisvery similar to the main Theorems of the previous Chapters)
will be presented in Subsection 4.2.3.

It is tedious though straightforward to prove the following Theorem which relates the
Kalman filter state sequences to the input-output data.

Theorem 11 Orthogonal projection

Under the assumptions that:

1. The deterministic input «;, is uncorrelated with the process noise w;, and the
measurement noise vy, (see also Subsection 1.4.4).

2. Theinput uy, is persistently exciting of order 2i (Definition 5).

3. The number of measurements goesto infinity j — oo.
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4. The process noise w;, and the measurement noise v, are not identically zero.

Then:
def w,
somy /< Uy )
= X, +HU;, (4.19)
with:
~ def  ~
X = Xig,oppo (4.19)
v _ TU uuy—1 Up
Xo = S™U.(R") .(Uf : (4.20)
P, = —[x?- 5% (R¥)~1(S*H)T]. (4.21)

A proof can befoundin Appendix A.6. Theimportanceof Theorem11isthat it reveals
one way in which the Kalman filter state sequence X; relates to given input-output
data. The projected matrix Z; can indeed be computed from the given data, without
knowing the system matrices. It may come as no surprise that the state sequence
X, shows up in this projection. Indeed, the projection Z; could be considered as an
optimal prediction of the future output data Y, given the past input and output data
W, and the future input data U ¢ (see aso Section 4.2.4).

Examining the formulasfor the initial state sequence Xo (4.20) and the initial matrix
Py (4.21) alittle closer, leads to the following interesting formul as:

%, = Xg/< gr; > , (4.22)

P, = -9 L i - 4.23
0 Xd/ Up 7)(cl/ UP ( )
P Uf P Uf

First note that the “real” initial state would be Xg + X;. Just as for the stochastic
case, the statistical part of theinitia state X isimpossible to estimate and is thus set
to zero (in the previous Chapter X, was indeed taken equal to zero). This explains
why X ¢ does not appear in (4.22). The deterministic part X g of thereal initia state
however enters (4.22). Note that the row space of X, hasto lie in the combined row
spaces of W, and Uy (since Z; is constructed by a projection on the combined row
space). From (4.22) we can see that X is the best estimate of Xg lying in the row
space of past and future inputs.
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From formula (4.23) we find that the covariance P, of the error on the initial state
estimate is given by:

P = Y¥¥-PF
= T4+ d
Xd/ UP J_’Xd/ Up -
P Uf P Uf
= &

[(X5+X3)—Xo,(X5+Xd)—Xo]’

which is positive definite. The last equation indicates that the error on the initial state
is given by the variance of the part of thereal initial state Xg + X, that does not lie
in the combined row space of U, and U.

Both equations (4.20) and (4.21) can thus be explained intuitively. The initial state
estimate is the best estimate of the real initia state, lying in the combined row space
of U, and Uy. The initial state error covariance is the covariance of the difference
between thereal initia state and the esti matediAnitial state )?0. Finally note that when
the inputs u;, are white noise the initial state X, = 0. Since in this case, thereis no
correlation between the real initial state X + X5 and theinputs U, and Uy.

4.2.3 Main Theorem

Just as for the deterministic and stochastic identification (Section 2.2.2 and 3.2.1),
we present a main Theorem for the combined identification problem. This Theorem
allowsfor the calculation of the row space of a Kalman filter state sequence and of the
column space of the extended observability matrix I'; directly from the input-output
data, without any knowledge of the system matrices. The system matrices can then
afterwards be extracted from the state sequence X; or from I';. An overview of the
general combined identification procedureis presented in Figure 4.4.

Notethat just asfor the deterministic main Theorem 2 and the stochastic main Theorem

8 we introduce two weighting matrices W, and W,. The interpretation and use of
these matrices will become clear in Section 4.3 and Chapter 5.

Theorem 12 Combined identification

Under the assumptions that:

1. The deterministic input uy, is uncorrelated with the process noise wy, and mea-
surement noise vy, (see also Section 1.4.4).
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input-output
datauk , yr

Theorems 11 and 12

l l

Subsections 4.4.1, 4.4.2,4.4.4

i

system matrices
A? B? C? D7 Q? S7 R

Figure4.4 An overview of the combined deterministic-stochastic subspace identification
procedure. Through the Theorems 11 and 12 the state sequenceX; (X;) and the extended

observability matrix I'; are determined. The system matrices are then extracted using any
of the three algorithms described in Sections 4.4.1, 4.4.2 and 4.4.4.

Theinput uy, is persistently exciting of order 2i (Definition 5).

The number of measurements goesto infinity j — oo.

The process noise wy, and the measurement noise vy, are not identically zero.

a ~ D

The user-defined weighting matrices W, € R¥*! and W, € R/*J are such that
Wy isof full rank and W5 obeys: rank (W) = rank (IW,,.W), where W, isthe
block Hankel matrix containing the past inputs and outputs.

And with O; defined as the oblique projection:
def

O, =Y/ W,, (4.29)
Uy
and the singular value decomposition:

S 0 VT T
WOW, = (U U2 ) () v ) =St (4.25)
2
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we have:

1. The matrix O; is equal to the product of the extended observability matrix and
the Kalman filter state sequence X;:

0; =T.X; , (4.26)
with:
~ def ~
Xi = Xi[)’(\oypo] 3
X0 = Xg/U U, , (4.27)
f
Py = —[x%-8% (R¥)L(57)1]. (4.28)

2. The order of the system (4.1)-(4.2) is equal to the number of singular valuesin
equation (4.25) different from zero.

3. The extended observability matrix I'; is equal to:
r, = w'UsAT. (4.29)

4. The part of the state sequence X that lies in the column space of W, can be
recovered from:

XiWw, = TS8P (4.30)

5. The state sequence X;; is equal to:
X, = rlo;. (4.31)

The proof of this Theorem can be found in Appendix A.7.

Remarks & comments

1. Theorem 12 can algebraically be summarized as follows:

rank (Yy/ W,) = n
Us

row space (Y/ W) = row space (X;)
f

columnspace (Yy/ W,)
Us

column space (T';)
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This summary is the essence of why these algorithms are called subspace al-
gorithms. they retrieve system related matrices as subspaces of projected data
matrices.

2. It should be noted that the state sequence X, recovered through this Theorem
differs from the state sequence X; that was introduced in Theorem 11. The two
sequences are different due to their different initial state X:

m  For Theorem 11:
S g U,
Xo = Xp/< U, ) (4.32)

m  For Theorem 12: N
Xo=X}/ U,. (4.33)
Us

This difference in initial states will play a crucial role in the derivation of the
agorithmsin Section4.4. Finally notethat eventhoughtheir initial state sequence
is different, both sequences X; and X; are generated by a bank of non-steady
state Kalman filter sequences.

3. The study of the effect of the weighting matrices W, and W5 is postponed to
Section 4.3 and Chapter 5. Suffices to say, that both 1¥; and W, determine the
state space basis in which the identified model will be identified.

4. Thesameremarksonthesimilarity transformationT hold asfor the deterministic
and stochastic main Theorem (Remark 5 on page 43). Thisimplies that we can
put the similarity transformation 7" equal to I,,. In doing so, when using different
weighting matrices W; and W, “different>” observability matrices and different
state space sequences will be obtained from Theorem 12. However, each set of
guantities will lead to a set of state space matrices that is equivalent (up to a
similarity transformation) to the original set of matrices.

4.2.4 Intuition behind the Theorems

Inthis Subsection we present someintuition behind the different projectionsof Theorem
11 and 12. More intuitive explanations can be found in [VODM 95a] [ VODM 94b)]
[VODM 94d].

2|n asense that the numbers in these matrices are different, because the choice of basisin the state space
is different.
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The goal of an identification procedureis to find a model of which the input-output
behavior approximatesthat of the process under consideration. Thisgoal isclassically
solved by minimizing a “prediction error criterion” which expresses the “prediction
performance” of the model on thegivendataset. Theminimizing solutionisdesignated
as the optimal model (see for instance [Lju 87]). In the framework of subspace
identification, the identification goal is attained by solving two subsequent problems:

Optimal Prediction: As stated above we want to find a model that will predict the
behavior of the process sufficiently accurate. This can be formulated as. predict
the future outputs (Y) as accurately as possible, using al the information that
can be obtained from the past (17/,,), and using the knowledge of the inputs that
will be presented to the system in the future (Uy).

Inspired by the linearity of the system, we propose to combine the past (17/,,) and
the future inputs (Uy) linearly to predict the future outputs (Y¢). We denote the
linear combinations respectively with L, and L,,. The quality of the predictionis
measured inthe Frobeniusnorm. Mathematically, thefirst part of theidentification
goal thus becomes:

min ;- (L, L) ( i ) % (4.34

Lperlix(m+h)i

Ly eplixmi

The projection Z; of Theorem 11 is exactly equal to this linear combination of
Wp and UfZ

Zi=(L LU(%’).

The optimal combination of the past (17/,) to predict the futureis L,.WW,,, which
is exactly equal to the oblique projection of Theorem 12:

Oi =L, W, .

Complexity Reduction: Apart from the fact that we want to find a model that can
predict thefuture, we al so want the order of thismodel to beaslow aspossible. Or
equivalently, we want to reduce the complexity of the amount of “information” of
the past that we need to keep track of to predict the future. We thus need to reduce
the complexity of ©O;. Since the rows of O; span an /i dimensional subspace in
the 5 dimensional ambient space, we can introduce a complexity reduction by
reducing the subspace dimension to n (the order of the system). Intuitively, this
impliesthat we only have to remember n different directions of the past to predict
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the future. Mathematically, the second step can be formul ated:

min |[|[W; [0; = R] W%, (4.35)
Rert*XJ

subject to: rank (R) =n .

The user defined weighting matrices W, and W, determine which part of the
“information” of O; isimportant to retain. A morerigorous interpretation of the
weighting matricesis presented in Chapter 5. Itiseasy to show [VODM 95q] that
R is determined through the singular value decomposition (4.25) as:

R=W'US VW) .

Note that R = O; when al the assumptions of Theorem 12 are satisfied exactly
(which however is never the case with real data). Inthat case, R ismerely abasis
for the row space of 0;. However, when j # oo or when the data generating
system is not linear, the singular values of W1 O; W, (4.25) are all different from
zero. Inthat case, the row space of O; is of dimension /4, and the order has to
be chosen equa to the number of “dominant” singular values. The complexity
reduction step is then truly a reduction of the dimension of the row space of O,
and the weights W, and W play an important role in determining which part of
the origina row space of O; isretained.

4.3 RELATIONTO OTHER ALGORITHMS

In this Section we indicate how three subspace algorithms of the literature
(N4SID, MOESP and CVA) are special cases of Theorem 12 with for each of the
algorithms a specific choice of the weighting matrices W, and Ws. These resultswere
drawn from [ VODM 94b], to which we refer for the detailed proofs.

In this Section we show how through a specific choice of the weighting matrices W
and W5, published algorithms are recovered. Theresults are summarizedin Table 4.1.
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I I " [ 72 |
N4SID I I
MOESP I Iy:

~1/2
VA | Pt vop | Mo

Table 4.1 Overview of the special choices of W, and W> to obtain the published algo-
rithms N4SID, MOESP and CVA.

431 N4SID

The acronym N4SID stands for “Numerical algorithms for Subspace State Space
System | Dentification” and is pronounced as a Californian license plate: enforce it.
Thealgorithm of [VODM 944] determinesthe order of the system and I'; directly from
the singular value decomposition of the oblique projection (the superscript n stands

for “ndsid”):
0= (Up U;)<SO? 8)(822;;) (4.36)

The order is equal to the number of non-zero singular valuesin S{*. The observability
matrix istaken equal to:
T, =UP.(SP)Y2. (4.37)

The algorithm of [VOWL 93] calculates the singular value decomposition of G (ad-
justed to our notation):

éém’( vy )l'p[( o ) (o )1]_1'( o )'[q)[( v )(or )1]1/2

Uy Uy Uy Uy
(4.38)

It is easy to show that (see [VODM 94h)):
GGT = Py vt w, v - R, upw o] - R,
@, ot w, ol R, ok ot

whichisexactly equal to O;OF (useformula(1.7)). Thisimpliesthat both algorithms
[VODM 944] and [VOWL 93] calculate the same singular values S1* and the same | eft
singular space U7, and thus determine the order n and I'; in exactly the same way.
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Note that in [VOWL 93] an interpretation of the algorithm is given in an instrumental
variable framework.

It is now easy to see that the algorithms of [VODM 94a] [VOWL 93] correspond to
Theorem 12 with the weights:

Wl = Ili ’
Wy = IJ .

A conseguence of W, = I; is that we do not need formula (4.31) to determine the
states X;, but that they can be determined simply from the singular value decomposition

(4.36) (using (4.30)) as: B
Xi = (spHEmmT. (4.39)

In the next subsections, it will become clear that for the other two agorithms, the
determination of the state sequence X; requires the use of formula (4.31).

432 MOESP

The acronym M OESP stands for “M ultivariable Output-Error State sPace”. Verhae-
gen considersin [Ver 94] the following LQ decomposition [Ver 94, page 12] (adapted

to our notation):
Uy Ly 0 0 Qf
Wp = L21 L22 0 g . (440)
Y, L3y L3y Lss Q3

With the singular value decomposition (the superscript m stands for “moesp”):
_(pm pm St 0 (T
Lsz = ( ur U ) < 0 0 > ( (Vzm)T . (4.41)
Verhaegen proves that the system order can be retrieved from the number of singular
values of S different from zero. He also provesthat a possible choicefor T'; is:
L, = Um.(Sm)Y2 . (4.42)

Itisprovenin[VODM 954g] that the algorithm of [Ver 94] correspondsto Theorem 12
with the following weights:

Wy = Ili )
W2 - HU;‘ .
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Notethat, since W, isnot of full rank, we do not recover thefull state fromthe singular
value decomposition of L3>(Q)-. According to formula (4.30), we only recover the
projection of the state: B B

XMWy = X" Tl

The state could be determined through formula (4.31). However, since M OESP does
not use state sequences, we will not elaborate on this any further.

433 CVA

Larimore considersin [Lar 90] the canonical correlationsbetween, on the one hand the
past 1W,, conditional to the future inputs U ¢, and on the other hand the future outputs
Y conditional to the future inputs U;. In formulas, this means that he considers the
principal angles and directions between W,/ UfL andYy/ UfL. He denotes his class of
algorithms by CVA which stands for “Canonical Variate Analysis’.

In [VODM 95q] it is shown that the number of principal angles in
[Wy, /U < Yy/Uy] different from 7 /2 is equal to the model order. The way we
understand it, Larimore defines a“ memory” M by making linear combinations of the
rows of the past inputs and outputs 17,,: With

(W,/Uf <Y;/Uy] = L. W,/U} ,
the “memory” M in[Lar 90] is defined as:
M=L,.W,.

Note that this “memory” is different from the principal directionsin the projected past
[Wp/UfL < Y;/Uy]. In[VODM 954 it is shown that the algorithm of [Lar 90]
corresponds to Theorem 12 with the following weights:

o a—1)2
W= Py vt v, oty
Wy = HU;-'

From this we conclude that applying the above weighting matrices to the results of
Theorem 12 leads to aprincipal direction analysis between the past inputs and outputs
orthogonalized to the future inputs W,/ UfL and the future outputs orthogonalized to
the future inputs Y / UJ%. The singular values of (4.25) correspond to the cosines of
the principal angles. Furthermore, it is shown in [VODM 954] that the “memory” as
defined by Larimore correspondsto the states as defined in equation (4.31). Thepartia
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states recovered from (4.30) are equal to the principal directions[W,,/ UfL <Y/ UfL] .
This provesformally that the principal directions are no states, but projected states:
(W, /U} < Y;/UF] = X{/U} .

An additional point concerning the CVA method is that Larimore claims that the
weighting used in this method is optimal for state order determination from finite
sample sizes. This has been shown by examplein [Lar 94] but has never been proven.
A last remark concerns the sensitivity to scaling. While the two agorithms N4SI D
and M OESP are sensitive to scaling of the inputs and/or outputs, the CVA algorithm
isinsensitive. Thisis because only angles and normalized directions are considered in
the CVA agorithm.

Note that the general framework proposed in [Lar 90] correspondsto a generalization
of principal directions and angles. In this framework, the matrix

_§-1/2
Wi = ‘I’[Yf/U,l,Yf/Uﬁ ’

is replaced by another weighting matrix
Wy =A12,

which still fallsinto the unifying approach of Theorem 12.

4.3.4 A simulation example

In this Subsection, we illustrate the behavior of the three algorithms of this Section
(N4SID, MOESP and CVA) with asimple example. Consider thefollowing combined
system in forward innovation form:

06 06 0 1.6161 ~1.1472
Ther = —06 06 0 |ap+ | —03481 Jup+ | —1.5204 |el,

0 0 07 2.6319 —3.1993
(—0.4373 —0.5046 0.0936 ) ) — 0.7759us, + e} ,

Yk

and:
Ele].(e])T] = 0.0432 .

An output sequence y;, of 4000 data points was generated using this model. The input
sequence consisted of the sum of a zero mean, Gaussian, white noise signal (variance
1) filtered with a second order Butterworth filter (cutoff at 0.3 times the Nyquist
frequency, T' = 1), and a zero mean, Gaussian, white noise signal with variance 0.01.
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Singular Values N4SI D algorithm
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Figure4.5 The order determining singular values (or principal angles) in function of the
number of block columns j for the three algorithms presented in this Section: N4SID,
MOESP and CVA. For each of the three plots, the system order three can be be determined
(even though it isthe most obvious for the CVA algorithm). The convergence of the singular
vaues in function of j can also be observed. For the first two plots all singular values go
to zero, except three. For the last plot, all principal angles go to 90 degrees, except three.
This Figure was generated using the Matlab file com sim1.m.

The number of block rows:i istaken equal to 10. For each j between 100 and 4000, the
singular values of W1 O; W, were plotted in Figure 4.5. The convergencein function
of j can be clearly observed.

The Matlab filecom si mil. mcontains a Matlab implementation of this example.



Combined Deterministic-Sochastic | dentification 117

44 COMPUTING THE SYSTEM MATRICES

In this Section we explain how the system matrices A, B,C, D and @, S, R can be
computed from Theorem 11 and/or 12 in two different ways. A schematic overview of
the two algorithms can be found in Figures 4.6 and 4.7. Note that the first part of the
two algorithms are the same and coincide with the steps described in Theorem 12. At
the end of the Section, we present variations and optimizations of the first algorithm,
which are motivated from a practical rather than from a theoretical point of view, and
lead to the “ robust” algorithm of Figure 4.8.

4.4.1 Algorithm 1. unbiased, using the states

From Theorem 12, we find:

m  Theorder of the system from inspection of the singular values of equation (4.25).

m  The extended observability matrix I'; from equation (4.29) and the matrix I";_;

The following side result of Theorem 11 can easily be proven. By shifting the border
between “past” and “future” one down, we obtain the matrices W,F, Uy and Y. The
same projection as in Theorem 11 can now be performed with these matrices. This
leads to the sequence Z;, and the Kalman filter states X;,1:

W+

Ziyn = Yy /( > (4.43)
Uy

= T X +H LU, (4.44)

)?H»l = )?H»l[j(\o Pyl (445)

with X, and P, given by equations (4.20)-(4.21). Since the corresponding columns
of X; (equation (4.19)) and of X; i+1 (equation (4.45)) are state estimates of the same
non-steady state Kalman filters at two consecutive time instants®, we can write with
(4.8):

Xip1 = AX; + BUy; + Ki(Yy; — CX; — DUy,) - (4.46)
It isalso trivial that:
Yii = OX; + DUy, + (Yiji — CX; — DUyp) (4.47)

3The Kalman filters are the same in the sense that they have the same initial state)?o and the sameinitial
error covariance Py.
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Itis now easy to prove (see [VODM 944)) that the row space of Y;|; — CX; — DUy;
is orthogonal to the row spaces of W,,, Uy and X;. Thisresult can also be intuitively
proven by noticing that the innovations (Y;|; — CX; — DUj;) of anon-steady state
Kalman filter are uncorrelated with the states X;, the past inputs and outputs 1V, and
the future inputs U;. We thus have:

~ Wp
E; (Y —CX; — DUy;). | Us 0.
X

Thisimplies that (4.46)-(4.47):

<)§|H>:<gg><§>+<f)w> (4.48)

where the row spaces of p,, and p,, are orthogonal to the row space of W,,, Uy and
)?i. If we would now be able to compute the state sequences X and Xz+1 from
the input-output data, we would (as in the previous Chapters) solve eguation (4.48)
in aleast squares sense for the system matrices A, B, C, D. Unfortunately, it is not
possible to determine the state sequences X; and X it1 di rectly from the input-output
data*. However, from (4.18) and (4.44) we can determine X; and X it1 &S

~

X, = rl.[zi-HU, (4.49)
Xipn = T, .[Zin - HL,UF]. (4.50)

Inthese formulasthe only unknownson theright hand sideare H¢ and HZ_,, since Z;
and Z;,, can be determined as a projection of the input-output block Hankel matrices
andT'; andI';_; are determined through Theorem 12. Substitution of (4.49) and (4.50)
into (4.48) leads to:

F;tl ~Zi+1 _ A T . Pw
(Yi =7 ) Thzi+ K Us+ ) (4.51)
N—— term 2 S——
term 1 term 3

where we defined:

T d _ T rrd
o def ( (B|rl,.mHi, )-ATLH ) . 452

(D|o0)-crlmf

4For all clarity, Theorem 12 determines the state sequencegi directly from the input-output data. This
sequence is different from X;, in a sense that~the initial conditions of the Kalman filter are different (see
(4.32) and (4.33)). We will use the sequence X; in the second algorithm.
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Observethat the matrices B and D appear linearly in the matrix £. We can now solve

equation (4.51) in aleast squares sense for A,C and K. Since the row spaces of p,,
and p,, have been shown to be orthogonal to the row spaces of Z; and Uy and since
the least squares solution computes residual s that are orthogonal to the regressors, the
least squares solution will compute asymptotically unbiased estimates of the system
matrices (see [VODM 944]). From (4.51) we find in thisway (term by term):

term 1. The system matrices A and C'.

term 2. Thematrix K fromwhich B and D can be computed. Thisisdoneinasimilar
way as described in Section 2.4.2. Define (and compute, since all quantities at
theright hand side are known at this moment):

o def < A > e Xl

c
_ < ‘61\1 £1\2 El\z )
£2‘1 £2‘2 ‘62\7, ’
M d:ef F;f L E]Rnxl(z—l)
= (M1 M, M1 ),
K _ < }Cl\l }Cl\Z }Cl\z )
Ko Kap Ko )

where Ly, My € Rx!, Kir € RY™™, Lo, € R and Ko € R>xm
Through similar manipulationsas in Section (2.4.2), Equation (4.52) can then be
rewritten as:

Kin
Kij2

Kyj3

K :N<g>, (4.53)

with:
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—Lip Mi =Ly . Mica—Lyior Mica — Ly
Ml _[,1|2 Mz—ﬁl‘g Mi_l —[,1“ 0
M, —£1|3 Ms —51‘4 0 0
Voo | M- 0 0 0

Ii — Lo —Lo)2 —Loi—1 —Ly;
—[,2|2 —ﬁg‘g AN —ﬁz‘l 0
—£2|3 —52‘4 . 0 0
Lo 0 0 0
o € RiDx(nD) (4.54)
0 T

Formula (4.53) is an overdetermined set of linear equations in the unknowns B
and D, which could for instance be solved using least squares.

term 3. The covariances 9, S and R can be approximated from the residuals p,, and
py inasimilar way asin Section 3.4.3 (stochastic identification a gorithm 3):

(& 5)=mi( o)t st

Asindicated in Section 3.4.3, the approximationis due to the fact that the bank of
Kalman filtersis not in steady state for finitei. Asi: grows larger, the approxima-
tion error grows smaller. For infinites and j the stochastic system is determined
asymptotically unbiased. The stochastic subsystem however always leads to a
positive real covariance sequence (just as in Section 3.4.3), since the covariance
meatrix is always positive definite.

The Matlab function com al t . mcontains a Matlab implementation of this algo-
rithm. See also Section 6.1 and Appendix B.

4.4.2 Algorithm 2: biased, using the states

Algorithm 1 computes unbiased estimates of the system matrices A, B,C and D.
However, compared to the algorithms based on the state sequences of the previous
Chapters, Algorithm 1 is quite complicated (especially the extraction of B and D).
One could wonder if there does not exist an algorithm that has the same simplicity
for the combined identification case. The answer is yes, but this algorithm calculates
asymptotically biased solutions (see also [ VODM 944]).
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Combined algorithm 1:

1. Calculate the oblique and orthogonal projections:

0, = Yf/Upr,
W,
Z = Y p ) ,
' f/< Uy
W+
Z'+1 - Y/( li ) -
(2 f Uf

2. Cadculate the SVD of the weighted oblique projection:

W,0,Wy, =USVT .

3. Determine the order by inspecting the singular valuesin S
and partition the SVD accordingly to obtain U; and S;.

4, Determinel’; andT';_; as.
D, =W'U,S? , iy =1I;.

5. Solvethe set of linear equationsfor A, C' and K:

Tl Zin N _ (AN ot 2 Puw
(T =\ 1.2, +K.Us + o .

6. Determine B and D from K, A, C,T';, ['; 1 through egqua-
tion (4.53).

7. Determine @, S and R from the residuals as.

(& 5)=ma( o)t ot

Figure 4.6 A schematic overview of the first combined deterministic-stochastic identi-
fication algorithm. See Section 6.1 for implementation issues. This agorithm has been
implemented in the Matlab function com alt.m.
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As stated before, the state sequence X, can not be calculated directly from the data.
However, from Theorem 12 we find that the states X; can be determined from the data.
From asimilar reasoning asin Theorem 12, we find that:

Oir1 = Yf_/7Wp+
f

= i1 Xi -

And we thus find X; and X, . The problem however is that this new Kalman filter
sequence X ;4 hasadifferentinitial state as the sequence X;. Indeed, we have:

= Initial statefor X;: X;}/U U,.
f

= Initial state for X4, X2/ Ut
-
f

So, we can not write aformulasimilar to (4.48) with X;, X;.1 replaced by X;, X; 1.
It can be proven however (see[VODM 944)) that the difference between X; and X is
zero when at least one of the following conditions is satisfied:

m  § — oo. The difference between )?i and )?i goes to zero at the same rate the
non-steady state Kalman filter convergesto a steady state Kalman filter. Thisis
intuitively clear, since by the time the Kalman filter isin steady state, the effect
of theinitial conditions has died out. In[VODM 944 arigorous proof is given.

m  Thesystemis purely deterministic. Thisisthe case treated in Chapter 2.

m  Thedeterministic input u; iswhite noise. In this case the deterministic state Xg
is uncorrelated with U, and Uy. Thisimplies that the initial state sequences of

X;, Xis1,X; and X, areall equal to zero (and are thus equal to each other).

When either one of these conditionsis satisfied, we can replace X ; and X i+1 1N (4.48)
with X; and X;,, and solvefor A, B, C and D in aleast squares sense. The details
of thissimple algorithm are summarized in Figure 4.7. If none of the above conditions
is satisfied, this second algorithm will return biased estimates of the system matrices
(since the states are replaced by approximations). In [VODM 94a] an expression for
this bias is derived. When one of the three above condition is satisfied however, the
algorithm is asymptotically unbiased.
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Even though the algorithm is simpler than algorithm 1, it turns out that it should be
used with care in practice. For many practical measurements the input signal wuy, is
anything but white noise (steps, impulses, ...). This implies that the algorithm is
biased, and this bias can be significant. See also the practical examplesin Section 6.4.

The Matlab functioncom st at . mcontains a Matlab implementation of this algo-
rithm. See also Section 6.1 and Appendix B.

4.4.3 Variationsand optimizationsof Algorithm 1

In this Section we introduce some alterations to the first combined identification
algorithm. Using algorithm 1 on practical (finite sample length) data indicated that
it does not always perform well in practice. Especialy for badly conditioned input
Hankel matrices Uy)»;—1, the performancewas not satisfactory (see Section 6.4). Since
in practice many input signals are for instance steps (which lead to badly conditioned
input Hankel matrices), thisisasignificant problem. Beforeintroducingthealterations,
we should note that:

m  Thealterations|ead to an increased computational load. However, in most cases
we believethisis a prize worth paying for the increased accuracy.

= Many new agorithms can be devised by including one or more alterations in
algorithm 1. Unfortunately, at the current status of the research, it is not clear
which combination of alterations leads to the “best” algorithm. However, at the
end of this Section we will suggest a robust® algorithm that performed well on
all industrial data sets at our disposition (see Section 6.4). It should be takeninto
account that when more research results become available, the algorithmislikely
to be the subject of more fine-tuning.

= Themotivation behind the alterations is not always based on theoretical grounds.
Some of them are motivated heuristically. The heuristicshowever havetheir basis
in our practical experience (see Section 6.4).

1. A first ateration comes from the observation that once A and C' are determined
from the first term of (4.51), the matrices I'; and I';_; can be recomputed.
Indeed, observe that the original I'; and I'; _; determined from (4.25) are only
approximations® of theexact I'; and IT';_; . Since these matrices play animportant

5Robust in the sense that it will perform reasonably well for most practical and industrial conditions.
6 As mentioned before, the matrices will be exact when there is an infinite amount of data generated by
alinear time-invariant system available. In practice thisis never the case.
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Combined algorithm 2:

1. Calculate the oblique projections:

O, = Y W,,
f/Uf P
Oi—i—l = Yfi/ W;— .
U=

f
2. Cdculatethe SVD of the weighted oblique projection:
Wi0;W, =USVT .
3. Determine the order by inspecting the singular valuesin S
and partition the SVD accordingly to obtain U; and S;.

4, Determinel’; andT';_; as.

D, =W7'U,S? , iy =1I;.

5. Determine the state sequences:

X, = rlo;,
)?i+1 - Fjj-—l'OH’l .
6. Solvethe set of linear equationsfor A, B, C' and D:

()-8 2) (o) ()

7. Determine @, S and R from the residuals as:

(& 5)=mi( o)t st

Figure 4.7 A schematic overview of the second combined deterministic-stochastic iden-
tification algorithm. This algorithm computes asymptotically biased solutions. See Section
6.1 for implementation issues. This algorithm has been implemented in the Matlab function
com_stat.m.
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role in the determination of B and D, it is better to recompute them. In this way,
the matrices B and D that are determined afterwards will be more “compatible”
with Aand C.

2. A second ateration of Algorithm 1 consists of a different way of calculating A
and C. SinceT"; can beeasily determined from Theorem 12, thematrices A and C
can be extracted from I'; in any of theways described on page 53. Inthisway one
could for instance guarantee the stability of A [Mac 94]. In practice, it is often
known in advance that the system is stable, and unstable models are thus very
undesirable, especially when the system identification i s running autonomous (for
instance in an on-line application). Unfortunately (until now), it is still an open
problem how stability of A canbeguaranteedwhenitiscalculated asdescribedin
algorithm 1. Once A and C' aredetermined, anew I'; and I';_; can be computed.

3. Theaccuracy of B and D tendsto be bad in case of badly condition input Hankel
matrices (see Section 6.4). We believe this is due to the introduction of a large
correlation in the sample error when multiplying with U}: to determine KC. Itis
clearly better to avoid this step, and thusto compute B and D directly from (4.51)
oncethematrices A, C,T'; and I';_; aredetermined. This can be done asfollows
(from (4.51)):

_ . FLyZi—H _ A T L 2
B,D—al’g%l’llr)lH( i =) Il.zi -K®B,D). U Iz,

~

known

(4.55)
where (B, D) refers to the linear matrix function defined by formula (4.52).
Since K(B, D) islinear in B and D, the overall optimization problemis convex,
and thus has aunique minimum. The problem can be solved by either using anon-
linear optimization algorithm (which will always converge, dueto the convexity),
or by rewriting the function between the norm signsin (4.55) as an explicit linear
combination of B and D and solving this set of equations in a least squares
sense. We will pursue the second way. For simplicity of notation, we define the
following matrices:

known

p o <%>‘<%> ThZ eR4Y L (456)
ili

e

Q Uf c ]Rmixj
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Q1
Qo
Q;
d_ef _ﬁl\l Mi—l _[,1“ Il 0 4 7
M= (Il—£21 —Lo); 0 r_, ) (45)
ER(4m) X (14n)
g d_ef Ml _[,1|2 Mi—l _ﬁl\z 0 Il 0 4
NZ - ( —£2|2 —[,2“ 0 0 Fifl ( 58)

ERU+n)x (I 4n)

A d_ef Mi—l - ['lli 0 . 0 0 Il 0

~ v

cR(I+n)x(I+n)

where £ | , M were defined in the previous Subsection and Q. € R™*J ., Note
that the rows of the matrices V}, are rows of the matrix A/, which impliesthat the
matrices V;, satisfy (from (4.53)):

Equation (4.55) can now be rewritten as;

. : D
B,D =arg rj%au P - ;Nk < B ) O |I7 - (4.60)

In the following, we will use the equality (see for instance [Bre 78]):
vec (AXB) = (BT @ A).vec X ,

where @ denotes the Kronecker product and vec A denotes the vector operation
i.e. stacking the columns of A on top of each other in avector. Thislast equality
allowsusto rewrite (4.60) as (applying the vector operation on the matricesinside

the norm signs):
B,D = arg min || vec P — Xi:QT(XU\ﬁ vec D 3
) B,D — k k| - B F >
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which can now be solved using classical least squaresregression as:

vec ( g ) = [;Q{®Nk

The problemwith thislast equationisits size. Thematrix that hasto be (pseudo-)
inverted is of size j(I + n) x m(l + n). It should be noted however that the
dimension j can bereduced to 2i(1 +m) by making use of the RQ decomposition
as will be explained in Section 6.1. Thisreducesthesizeto 2i(l + n)(l + m) x
m(l + n). Inthe previous Subsection, we only had to invert a matrix (4.53) of
sizei(l 4+ n) x (I + n). The difference between the two can become significant
when there are a lot of inputs and/or outputs, since the increase in number of
rowsisegual to 2(/ 4+ m) and the increase in number of columnsequalsm. The
improved accuracy is (in our opinion) more important though, and we will thus
include this alteration in the robust algorithm at the end of this Section (see aso
Section 6.4 for some practical examples).

+
.vecP . (4.61)

4. An alternative way (similar to the way mentioned in [McK 944]) to determine B
and D is by “going back to the data’. Which means that the subspace ideas are
only applied to determined A and C'. The matrices B and D are then determined
by classical least squares regression. Indeed, once A and C' are determined, the
overall problem becomes linear in the unknowns B and D. A major drawback
of this solution will become clear in the Section 6.1: It is not possible any more
to compute everything in function of the R factor of the overall RQ factorization,
which thusimplies an increased computational complexity.

Simulation error: See also [McK 944]. The ssimulated output ¢, can be deter-

mined as:
k—1
je = Dur+y CA*""'Bu,
r=0
k—1
= [uf ®@I].vecD+ (D> uf @ CA* ") vecB.
r=0

With thislast equation, we canfind B and D as the solution of the following
minimization criterion:
s k—1 2
B,D =arg gl,iélz yp — [up @ I] . vec D — (Zuf ®CAF"" Y veeB|
k=0 r=0
which is alinear regression problem in vec D and vec B. Aninitia state
xo can be easily included.
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Prediction Error: Alternatively, we can bring the Kalman gain K into account
when estimating B and D asfollows. First notethat in Algorithm 1, B and
D are not required to determine the Kalman gain K. Indeed, K can simply
bedeterminedfrom @, S and R which arefound fromterm 3 of (4.48). Once
K is known, the prediction error minimization problem becomes linear in
B and D (and zg). With the steady state Kalman filter we can write the
optimal prediction of the output ¥, as (with B,D and x, unknown):

ko1
g, = C(A- KC)’“.Z’O + Duy, + ZC(A — Kc)k—r_l(B — KDyu,
r=0
k—1
+Y C(A-KC)F Ky,
r=0
Zo
= yK4+ M| veeD |,
vec B
with:
def
e = ZC(A — KC)" 'Ky, |
r=0
M T (ca-ko) |Wlen - YT 0 04— KOFTK] |

With this last equation, we can find B, D and zo as the solution of the
following minimization criterion:

2

, (4.62)
vec B

s Zo
B,D,zy = arg BHBI;OZ [yk —yK — My, ( vec D )
T k=0

which is alinear regression problemin vec D, vec B and z.

4.4.4 Algorithm 3: arobust identification algorithm

Figure 4.8 containsa robust subspace algorithmfor combined deter ministic-stochastic
subspace identification. This is the final algorithm we would like to present in this
book. It has (to our experience) proven to work well on practical data (see Section
6.4), and contains several of the alterations mentioned in the previous Subsection.
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Note that:

m  The weights T, and W, have been chosen equal to respectively I;; and HUfL.
Finding the optimal weightsis still atopic of ongoing research.

m B and D could bedetermined through minimization of the prediction error (4.62).
This would lead to a major increase in computational complexity. Furthermore,
the algorithm asiit is described in Figure 4.8 can be totally implemented by only
making use of the R factor of the RQ decomposition. Thiswill be illustrated in
Section 6.1. Including the prediction criterion of (4.62) would imply that the not
only the R factor is needed but also the original data.

= Finally, it should be noted that unfortunately much of the symmetry and simplicity
of the deterministic and stochastic algorithms is lost. On the other hand the

algorithmof Figure4.8worksinall practical situationswe considered (see Section
6.4).

m  Asindicated, astablematrix A could bedetermined fromI';. Eventhough guaran-
teed stability [Mac 94] is a desirable feature in some cases, algorithms enforcing
stahility should be used with care. By guaranteeing the stability, even marginally
stable systems (for instance systems containing an integrator or systems with
lightly damped poles) and unstable systems will be identified as stable systems.
Our experience is that for low order models, obtained from “linear” data, the
identified systems are always stable (even without the guarantee), and the extra
zerosintroduced in 'Y to ensure stability only degenerate the result. On the other
hand, for higher order systems, or for “non-linear” data, it is sometimes desirable
to force the stability, since subspace algorithms tend to compute unstable systems
in these cases. To ensure stability, steps 4 and 5 in Figure 4.8 should be changed
to:

4. Determinel; andT? as:

T;
N =08, Fg:( 0 ) '

5. Determine C as the first [ rows of I'; and a stable A as
A=T!1?% Recomputel’; and I';_; from A and C.

We suggest to compute the A matrix without the guaranteed stability. When the
system of the desired order turns out to be unstable, stability could be enforced
as described above.
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The Matlab function subi d. mcontains a Matlab implementation of this robust
algorithm. See also Section 6.1 and Appendix B.

445 A smulation example

In this Subsection we investigate the three algorithms presented in this Section. In a
simulation example, we investigate the asymptotic bias in function of the number of
block rows i. For a comparison of the three algorithms on practical data we refer to
Section 6.4. Consider the following first order system in forward innovation form:

Cpr = 0.949z) + 1.8805u) — 0.0580e]
yr = 0.8725z; — 2.0895u), + €]

and:
Elel.(ef)T] = 6.705 .

The input uy, is the same for al experiments and is equal to the sum of a filtered
(cut off frequency equa to 0.05 times the Nyquist frequency, 7' = 1), zero mean,
Gaussian, white noise sequence with variance 1 and a zero mean, Gaussian, white
noise sequence with variance 0.01. The number of data used for the identification is
fixedat ;7 = 5000. One hundred different disxurbance56£ were generated. For each of
these segquences and for each i between 2 and 10, three models were identified using
the three algorithms of Figures 4.6, 4.7 and 4.8. For algorithm 1 and 2, the weights
were chosen as Wy = I;;, Wo = I;. The sample mean of the eigenvalue (4) and the
deterministic zero (A — BD ' C) was computed over the hundred experiments. The
results are displayed in Figure 4.9.

The Matlab filecom si 2. mcontains a Matlab implementation of this example.

45 CONNECTIONSTO THE PREVIOUS CHAPTERS

Sncepurely deterministic and purely stochastic identification are both special cases of
the general combined identification problem, there must be some connections between
the three Chapters. In this Section we explore these similarities.

Most of the similarities can be found in the main Theorems of the three Chapters.
Theorem 2 for the deterministic case, Theorem 8 for the stochastic case and Theorem
12 for the combined case al ook very similar. The differencesare:
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Robust combined algorithm:

1. Calculate the oblique and orthogonal projections:
_ S w, oy (W
Ol_Yf/UfW,, , ZZ_Yf/< U, ) , Zipn =Y; /< v, )
2. Cadculate the SVD of the weighted oblique projection:
Ollys = usvr.

3. Determine the order by inspecting the singular values in S and partition
the SVD accordingly to obtain U; and S;.

4. Determinel’; andT';_; as:
I, =0,8" , Ty,=I;.

5. Solvethe set of linear equationsfor A and C:

Tpe) = () ()
( Yiii c ¢ f Pu

RecomputeI’; andI'; _; from A and C.

6. Solve B and D from:

_ . U . Zin A b 5
B,D =ag r}gI,IB” ( Yo C Il.Zi — K(B,D).Uy |7 -

7. Finaly, determine the covariance matrices ), S and R as:

(& 5)=mi(2).0om ot

Figure4.8 A schematic overview of arobust deterministic-stochastic identification ago-
rithm. In Subsection 6.1.3 the implementation of this robust algorithm is discussed. This
algorithm has been implemented in the Matlab function subid.m.
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Figure 4.9 The stars show the expected value of the pole (row 1) and deterministic zero
(row 2) in function of the number of block rows:. Thefill lines show the exact value of pole
and zero. Hundred experiments were performed, of which the sample average is plotted.
Clearly, algorithm 1 and 3 are asymptotically unbiased, while agorithm 2 displays a clear
bias on the zero of the system. Thisis because the input is a colored noise sequence, and
the process and measurement noise is different from zero. Clearly, asthe number of block
rows i increases, the bias grows smaller. This Figure was generated using the Matlab file

com_sim2.m.

For the deterministic case, the number of measurements does not have to go
to infinity. This is plausible, since when there is no noise, the system can be
determined exactly from afinite number of data.

For the stochastic case, W), is replaced by Y,,. When we introduce zeros for the
inputs (conceptually), and form the matrices W,,, Yy and U as in the combined
(or deterministic) case’, we see that the combined Theorem 12 reduces to the

stochastic Theorem 8.

"The projection I, . is equa to the identity and the oblique projection along Uy boils down to an
7

orthogona projection when Uy = 0 (see Section 1.4).
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As a conclusion, we can state that for all three cases (with zeros introduced for the
stochastic case), we have:

0; = Yf/ W,

Us
= I;X;,
with:
Xi = Xi[i’\o,Po] )
% _ d
Xy = Xp/Uf U, ,
PO — —[Zd _ qu.(Ruu)T-(Swu)T] .

For the deterministic case, these states X ; are equal to the exact deterministic states
X¢. For the stochastic case, X is equal to zero, just as Py, which corresponds to
Theorem 8 indeed. And finally for the combined identification problem, the above
statements correspond exactly to Theorem 12. As a conclusion, we can state that
the combined Theorem contains the deterministic and stochastic Theorem as special
cases. In any subspace algorithm, it should thus be possible to recognize the oblique
projection O; as playing an important role.

Following from this, it can also be seen that the first deterministic algorithm the third
stochastic algorithm and the second combined algorithm are virtually the same. All
three algorithms compute two oblique projections, determineI’; from asingular value
decomposition and solve the system matrices from a simple set of equations using the
states. Unfortunately, as indicated in Section 4.4.2, the algorithm is asymptotically
biased for the combined case for a finite number of block rows:.

The unbiased combined algorithm on the other hand (and also the robust combined
algorithm), is similar to the second deterministic identification algorithm. It can also
be shown to coincidewith the third stochastic i dentifi cation algorithm (when replacing
zeros for the inputs). As a conclusion, we can state that the unbiased and robust
combined algorithm will work well for all three cases, and boil down to the third
stochastic algorithm for purely stochastic systems and to an algorithm similar to the
second deterministic algorithm for the purely deterministic case.

Finally we notethat it is also possible to model combined systems with the stochastic
identification theory of Chapter 3. Therefore, the inputs and outputs of the combined
process are considered as outputs of a stochastic process. After the identification, the
stochastic model is converted to a combined deterministic-stochastic model. See for
instance [DG 76] [NA 81] for more details.
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4.6 CONCLUSIONS

In this Chapter we have treated the subspace identification of combined determinis-
tic-stochastic systems. The concept of a bank of non-steady state Kalman filters
has been extended from the stochastic to the combined case. As in the previous
Chapters, it has been shown in two Theorems how the Kalman filter state sequence
and the extended observability matrix can be extracted directly from input-output
data. Published combined deter ministic-stochastic identification algorithmshave been
shown to be special cases of the main Theorem. An asymptotically unbiased and a
(simpler) asymptotically biased algorithm have been presented. Modifications and
optimizations of thefirst algorithm have lead to a robust, practical algorithm. Finally,
the connections between the three main Theorems of this book have been indicated.



STATE SPACE BASES AND
MODEL REDUCTION

InthisChapter we describe how the state space basis of model sidentified with subspace
identification algorithms can be determined. It is shown that this basis is determined
by the input spectrum and by user defined input and output weights (the weights
introduced in the three main Theorems of the previous Chapters).

The connections between subspace identification and frequency weighted balancing
are explored in two main Theorems. The state space basis of the subspace identified
modelsis shown to coincide with a frequency weighted balanced basis. The effects for
reduced order model identification are elaborated on.

Intheliterature, the choice of the state space bases hasbeentreated for the deterministic
casein [MR 93] inwhichitisdescribed how for purely deterministic cases a balanced
state space basis can be obtained for i — oo. In [AK 90] the problem is treated
for purely stochastic systems. In this Chapter, we show how the state space basis of
combined deter ministic-stochastic systems can be determined (see also [ VODM 95h]).
Theresults of [AK 90] and [ MR 93] are just special cases of this general treatment.

We show that by a proper choice of the weighting matrices 17, and 15 in Theorem 12,
the state space basis of the resulting model can be determined beforehand. The choice
of the weighting matricesisillustrated with an example.

This Chapter is organized as follows. In Section 5.2 we introduce some notation.
Section 5.3 introduces the concepts of frequency weighted balancing. In Section
5.4 the two main Theorems are presented. These Theorems connect the frequency
weighted balancing result to the subspace identification result of Theorem 12. Section
5.5 addresses the problem of reduced order identification. Finally Section 5.6 contains
a simulation example and Section 5.7 the conclusions.

135
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5.1 INTRODUCTION

We consider the combined deterministic-stochasticidentification asdescribedin Figure
4.1. As was stated before, the state space matrices A, B,C, D, @, S, R are only
recovered up to within a similarity transformation. Alternatively, one could state that
I'; and X; are only determined up to within a non-singular similarity transformation
T e R*™*":

r, « I,T y
Xi «— T_l)?i .

Inspired by this ambiguity, the following questionisraised: Inwhich state space basis
are I'; and X; determined when a subspace method is used to estimate them ? We
have already seen that this basis is a function of the weights W, and W, (Remark 5
on page 43 for Theorem 2 and similar remarks for Theorems 8 and 12), and that by a
proper choice of these weights, the basis can be altered in a user controlled manner,
the elements of which will be explored in this Chapter.

We show that in the framework of Enns[Enn 84], the state space basis correspondsto
aninput and output frequency weighted balanced basis. Theweightsarefunction of the
input (uy) applied to the system and of the weighting matrices W, and W5 introduced
in Theorem 12. By proper choice of these weighting matrices, the state space basis
can beinfluenced in afrequency specific way. Furthermore, it will be shown that the
singular values S; used to determine the system order have a clear interpretation from
alinear system theoretical point of view.

We present two Theorems that link the state space basis of the identified model to a
frequency weighted balanced basis. These Theorems introduce specific choices for
the weighting matrices, such that the system is identified in a predefined state space
basis. As specia cases, we will investigate the agorithms of the literature [Lar 90]
[VODM 93b] [VD 92] [VOWL 93] and we will show which state space basis is used
by these algorithms.

A nicesideresultisthelower order identification problem. Sincethe basisinwhichthe
state space matrices are identified iswell defined and is frequency weighted balanced,
it is easy to truncate the model after identification to obtain alower order model. This
corresponds exactly to the technique of frequency weighted model reduction of Enns
[Enn 84]. This observation allows for an easy and straightforward identification of
lower order models directly from input-output data. The weighted H-infinity norm
of the difference between the original model and the reduced order model can be
approximated by two times the sum of the neglected weighted Hankel singular values
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(two times the sum of the “tail”). The usefulness of the Theorems will be illustrated
by a simulation example.

5.2 NOTATION

Most of the notation will be drawn from the previous Chapter (Section 4.1.2). In this
Section we only introduce the new notation.

The mode|

Throughout the Chapter, we consider the model (4.1)-(4.3) in its forward innovations
form (see also Section 3.3) as:

Tpr1 = Az + Buy + Eey, , (5.1)
Y = Czxy + Duy, + Fey, (5.2)

E[epeqT] =1;.0pq

with E € R**t F € R*!, and theinnovations e;, € R!. The relation between this
model and the forward innovation model of Figure 3.4 is asfollows:

F = (Ag—CPCT)Y/2 |
E = K'F.

On the other hand, to go from this model to the model of Figure 3.4, the following
transformations can be applied:

K = EF ',
Elepes] = (FFT) . 6y

Thereis no real difference between the two representations. For the intuitive under-
standing of the conceptsin this Chapter it is however easier to use (5.1)-(5.2).
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Block Hankel matrices

For shorthand notation, we define (as before, see Subsection 2.1.2):
def def

Up = Upji—1 ; Ur = Upzir
def def

Y, = Yo ; Yy = Yipio1,
def def

E, = Epji—1 ; Ef = Ejpi1 -

As before, and somewhat 1oosely we denote U, as the past inputsand Uy as the future
inputs. Similarly we denote Y, and Y7 as the past respectively the future outputs and
E, and E asthe past and the future innovations. We assume that j — oo throughout
this Chapter. This ensures that we are in the asymptotic regime (in the sense that
covariances can be replaced by sample covariances). Asin the previous Chapters, the
user-defined index ¢ should be large enough (larger than the order n of the system).
Even though 7 is not required to go to infinity for asymptotic consistency reasons as
was explained in the previous Chapters, in this Chapter we will assumethat it goesto
infinity for smplicity.

The covariance matrix of the past inputs R4 € R™"*™ (as defined in Section 4.1.2)
will play an important role in several derivations:

Ri" = 0 E LT
where Lu* e R™>™' is a lower triangular square root of R obtained e.g. via a
Cholesky decomposition of 12 or viaa QR decomposition of U,.

The covariance matrix of the past inputs projected on the future inputs will also play
an important role:
w def
RY = @y, vt/

def

= Lt (Le)".

System related matrices

The extended (i > n) observability matrix I'; and the reversed extended controllability
matrix A¢ were already defined in Section 2.1.2. The (reversed) stochastic extended
controllability matrix is defined as:

Ar ® (WiE 4E . AE E) eRrU,

(3
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The block Toeplitz matrix H? containing the deterministic Markov parameters has
been defined in Section 2.1.2. We also define the block Toeplitz matrices containing
the Markov parameters of the stochastic subsystem as:

F 0 ... 0
p O CE F ... 0 ——
CAIT2E CA™*E ... F

The (non-steady state) Kalman filter state sequence X, was defined in Theorem 12.
The system (5.1)-(5.2) can be considered as a system with m + [ inputs (u; and ey,)
and [ outputs (y;). Just as for the purely deterministic case (see Chapter 2, equations
(2.5)-(2.7)), we can write the I nput-Output equations for (5.1)-(5.2) as:

Y, = T;X,+HU,+ HE,, (5.3)
Y; = T;X;+ HU; + HE; (5.4)
X; = A'X,+ AU, +ASE,, (5.5)
with:
Xp = ( o T1 ... Tj-1 ) 5
Xf = ( Ti Ti41 oo Titj—1 ) s (56)

where the z;,’s are the states of the forward innovations model (5.1)-(5.2). We will
consider the asymptotic behavior of the subspace algorithms not only when the number
of measurements goesto infinity (5 — oo), but al'so when the number of block rows
goesto infinity. Inthat case, the bank of Kalman filters becomes a bank of steady-state
Kalman filters and the following Lemmais applicable:

Lemmal
For i — oo and A asymptotically stable, the Kalman filter state sequence X, can be
rewritten as: B

X; = AU, + AJE, . (5.7)
Moreover, the sequence X, becomes a steady state Kalman filter sequence and thus

X; = Xy, where X isthe forward innovation state sequence (5.6).

The proof of the Lemmacan be found in [VODM 95b].
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Transfer and weighting functions

The Z-transformsof u;, andy;, aredenoted by respectively U (z) € C™ andY (z) € C',
while the spectral factor of e, isdenoted by E(z) € C!. From (5.1)-(5.2) wethenfind:

Y(2) = G(2)U(2) + H(2)E(2),
with

G(z) = D+C(zI,—A)~'B eC>m,
H(z) = F+C(I,—A'E eC*.

Thespectral factor of u, isdenotedby S, (z) € C™*™: U(2)UT (27 1) = Su(2)ST(271)
with all poles of S, (z) and S, !(z) inside the unit circle. For instance when uy, is
generated by sending white noise through a stable and inversely stable filter, then the
spectral factor S, (z) is equal to the transfer matrix of this filter. The spectral fac-
tor S, (z) contains information about the energy distribution of w, in the frequency
domain. We define the input and output weighting matrix functions as:

W) % D, 4 Cuel,, — A 1By €O

w,) ® p,+0,¢L, - 4,)'B, €T,
From the Markov parameters of these weighting transfer matrices, the weighting
matrices I, and IV, can be formed:

D, 0 0 .0
et CuBu D, 0 .0 o
W, = CuAuB.,  CuB, D, .0 € Rmixmi
C.Ai 2B, C,A*B, C,A*B, D,
D, 0 0 .0
e CyB, D, 0 0 .
w, = C,A,B,  C,B, D, 0 €R
Cy,AI2B, C,A3B, C,A*B, ... D,

The distinction between the matrix W, and the transfer matrix W, (z) should be clear
from the complex argument z and the context.
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€k

*\ " Tk

Uk

Figure 5.1 Cascade system used for the interpretation of frequency weighted balancing.
The weights Wy (z) and Wy (z) are user defined. Note that the noise input ¢, has no
extraweight, since from an input-output point of view, thisweight isindistinguishable from

5.3 FREQUENCY WEIGHTED BALANCING

Inthis Sectionwerecall theresults of Enns[ Enn 84] for frequency weighted balancing.
We also show how the frequency weighted Grammians introduced by Enns can be
calculated from the extended observability and controllability matrices and from the
weighting matrices.

Well known in system theory is the notion of balanced realization [Moo 81]. Enns
[Enn 84] developed a frequency weighted extension of this result. The idea is that
input and output frequency weights can be introduced as to enhance certain frequency
bands in the balancing procedure.

The reasoning of Enns goes as follows. Consider the input weighting function W, (z)
and the output weighting function 1, (z), and put these functions in series with the
transfer function of the original system (5.1)-(5.2) (see also Figure 5.1). We call the
combined input of thisweighted system ., (theinput of W, (z) combined with e;) and
the output of the weighted system 1. Enns now considers the two following (dual)
guestions:

1. What set of states could be part of the state-response to some input uj (with
|lekll2 < 1); with zero initial conditions for the states of the system and of the
input weighting W, (z). We cal this set X[W,,(z)].

2. What set of initial states could produce an output 7, (with |7 || < 1); with zero
input and zero initial conditions for the states of the output weighting 17, (2).
This set will be denoted by X[, (2)].
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The solution to these two questions is given by means of the frequency weighted
controllability and observability Grammians.
Definition 8 Freguency Weighted Controllability Grammian

The solution P;; of the Lyapunov equation:;
A BC, P, PL A BC, \"
0 A, Py Py 0 A,

T T
n BD, FE BD, FE _ Py P (5.8)
B, 0 B, 0 Py Py
is called the W, (z) weighted controllability Grammian and is denoted by:
def
P[WU(Z)] = P11 .

Note that the weight of the innovationsey, is always taken equal to I; (see also Figure
5.1). We thus should write P[W,(z),I;] but this would make the notation more
complicated.

Definition 9 Frequency Weighted Observability Grammian

The solution ()11 of the Lyapunov equation:

(A 0>T<Q11 Q12><A 0)
B,C A, Qly Qxn B,C A,

+(D,c ¢, ) (D,C C,)= < gi 8:2 ) (5.9)

is called the W, (z) weighted observability Grammian and is denoted by:
def
QWy(2)] = Qui .

Enns provided the answer to the questions raised above using these weighted Gram-
mians. The sets X[W,(z)] and X[V, (z)] can be described by two ellipsoids as:

X[W.(2)] = { zeR™ suchthat 2T(P[W,(2)]) 'z <1 },
X[W,(2)] = { zeR™ suchthat z"QW,(2)]z <1 }.
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Thetwoweighted Grammians P[V,,(z)] and Q[W, ()] determinethe state space basis
uniquely. Just asfor the classical balancing procedure, a similarity transformation can
be found that makes both weighted Grammians diagonal and equal to each other. In
that case the system is said to be Frequency Weighted Balanced.

Definition 10 Frequency Weighted Balancing

The system (5.1)-(5.2) is called [W,,(2), W, (z)] frequency weighted balanced when:
PWy(2)] = Q[Wy(2)] =%,

where ¥ = diagond[oy, 09, ...,0,]. The diagonal elements o}, are called the fre-
guency weighted Hankel singular values, and will generally be denoted by:

O [Wu(z), Wy(z)] .

Eventhough (5.8) and (5.9) areeasily solvablefor P[IV,,(z)] and Q[W,(z)], we present
adifferent way to compute these weighted Grammians. These expressionswill enable
us to make the connection between subspace identification and frequency weighted
balancing.

Lemma 2

With A asymptotically stable and i — oo, we have:

PW,(2)] = ALWWILADT +A5(A)T, (5.10)
QW,(2)] = T].[WS/W,].I;. (5.11)

A proof canbefoundin Appendix A.8. Fixing P[IW,,(z)] and Q[W, (z)] isequivalent to
fixing the state space basis of themodel. Inthe next Section we show how the weighted
controllability and observability Grammians corresponding to the state space basis of
I'; and X; can be determined from the weights 17y and W5.
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Enns Theorem 12
Wu(2), Wy(2) Wi, Wa

| Wi, W : F(Wu,W,) |

Theorem 13 Theorem 14
N4SID , MOESP CVA

Figure 5.2 Interplay between different Theorems. In Chapter 4 we introduced the main
combined deterministic-stochastic Theorem 12. This Theorem involved two weighting
matrices W; and Ws. The theory of Enns on the other hand involves two weighting
matrices Wy, (z) and Wy (z), with which we can relate two matrices of Markov parameters
W, and W, Inthe Theorems of this Chapter (Theorem 13, 14), we described how to choose
W1 and W> as a function of the matrices W, and W, so that the basis of the identified
system matrices can be interpreted in Enns's framework. We present two Theorems, since
the first Theorem 13 encompasses the special cases of N4SID and M OESP (and balanced),
while the second Theorem 14 has as a specia case the canonical variate algorithm CVA.

54 SUBSPACE IDENTIFICATION AND FREQUENCY
WEIGHTED BALANCING

Inthis Sectionwe consider two Theoremsthat connect the results of frequency weighted
balancing to the results of subspace identification. We show in these two Theorems
how the weights 17, and W, influence the Grammians P[W,(z)] and Q[W,(z)]

corresponding to the state space basis of I'; and X;.

Thetwo Theorems presented in this Section introduce certain choices of the weighting
matrices WW; and W5 (see Theorem 12) that lead to aT'; and X; corresponding to a
frequency weighted balanced basis. The reason why there are two Theorems and not
just oneis becausethe N4SID [VODM 93b] and MOESP [VD 92] algorithmfit inthe
framework of thefirst Theorem while the Canonical Variate Analysisalgorithm (CVA)
[Lar 90] fits into the framework of the second Theorem. In order to cover the class
of all published combined deterministic-stochastic subspace i dentification algorithms,
we present both Theorems. See also Figure 5.2 and Table 5.1.
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I [Th [ Section [ Wi | Wo [ Wu [ Wy ]| Wu(® | Wy(2) |

N4SID 13 | 542 | (512) | (5.13) || Lv* | Iu Su(2) I(2)

MOESP | 13 | 542 | (512) | (514) | L't | Ii | Su(z) (W) | Ii(2)

Balanced || 13 | 542 || (5.12) | (5.13) || In: | Iu In(2) I(2)

CVA 14 | 544 || 517) | (518) | Lt | — || Su(2) (wn) | H '(2)

Table5.1 Overview of theinterplay between Wi, Wo and Wy, Wy, and Wy, (z), Wy (2).
The abbreviation (wn) means that that result is only valid for white noise input signals.

54.1 Main Theorem 1
Theorem 13 - Main Theorem 1

Under the conditions of Theorem 12 and with A asymptotically stableand i — oo, we
have with:

W= W,, (5.12)
Wy = Ul(RY)™ Wy.(L¥)~ .U, + My (5.13)
or
_ ANT uu\—1 wu\—1 1
W2 — (Up/Uf ) .(RpJ_) Wu(LpJ_) Up/Uf +HUPJ-,U;‘ 5 (514)

that the TV, (2) weighted controllability Grammian and 17, (z) weighted observability

Grammian of the state space basis corresponding to IT'; and X; are given by (with S,
from equation (4.25)):

PWu(2)] = Si, (5.15)
QIWy(z)] = Si. (5.16)

A proof of the Theorem can be found in Appendix A.9.

The Theorem implies that the state space basis of I'; and X ; for the choice of W, and
W, given by (5.12)-(5.13) or (5.12)-(5.14) isthe [V, (z), Wy, ()] frequency weighted
balanced basis. It also implies that the singular values S;, which are determined
directly from the data, are the [IW,,(z), W, (z)] frequency weighted Hankel singular
values. The consequences of this Theorem for reduced order identification will be
further elaborated on in Section 5.5.
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There are two possible choices for the weighting matrix W, ((5.13) and (5.14)) since
the N4SID algorithm is a special case of the first choice (5.13), while the MOESP
algorithmis a specia case of the second choice (5.14), aswill be discussed in the next
Subsection.

5.4.2 Special casesof thefirst main Theorem

Even though the weighting matrices W,, and W, in the first main Theorem can be
chosen arbitrarily, there are some special casesthat lead to algorithms published in the
literature.

N4S D
Corollary 2 - N4SID

The N4SID algorithm described in Subsection 4.3.1 corresponds to the following
choice of weighting matrices in Theorem 13 (use formula (5.12) and (5.13)):

Wy, = Ly*,
Wy = Ili-

A proof of the Corollary can befound in Appendix A.10. The proof showsthat for this
special choice of weights W, and W, the weighting matrices W, = I;; and W, = I;
are recovered.

Itis easy to verify that (for i — oo) thelower triangular matrix L* correspondsto the
Toeplitz matrix generated by the Markov parameters of the spectral factor S, (z) of
ug. Thisimpliesthat the input weight 1,,(z) in the balancing procedure corresponds
to the spectral factor S,,(z).

MOESP

Corollary 3 - MOESP

The MOESP algorithm described in Subsection 4.3.2 corresponds to the following
choice of weighting matrices in Theorem 13 (use formula (5.12) and (5.14)):

W, = L%

pt o

W, = I.
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A proof of the Coroallary is straightforward (Appendix A.10). The proof shows that
for this special choice of weights 1V, and ,,, the weighting matrices W, = I;; and
Wy = HUfL arerecovered.

Unfortunately, the lower triangular matrix L;jf does not correspond to the Toeplitz
matrix generated by the Markov parameters of the spectral factor S, (z) of uy Lyt
is not equal to any Toeplitz matrix in the general case). Only for a white noise input
(where Ly = L;jf = I;;) can we state that the matrix L;jf contains the Markov

parameters of S,(z). The interpretation of the state space basis for the MOESP
algorithm with colored noise inputs is still an open problem.

Balanced Realization

With the weighting matrices W,, = I,,;, W, = I;; we find (use formula (5.12) and
(5.13)):
PlIn(2)] = 51,
QL(z)] = Si.
Now it is easy to verify that P[I,,(z)] and Q[I;(z)] are equa to the unweighted
controllability respectively observability Grammian. Thisimpliesthat the basis of I';
and X; isthe classical balanced basis as described in [Moo 81]. A similar result for
purely deterministic systems had been obtained in [MR 93]. It should be noted that

the result above also holds for purely deterministic systems, and in that sense thisis
an extension of theresult of [MR 93].

54.3 Main Theorem 2
Theorem 14 - Main Theorem 2

Under the conditions of Theorem 12 and with A asymptotically stableand i — oo we
have with:

T _ —1
WiWe = @y vy 0 (5.17)
W, = (Up/UfL)T.(RZ‘ﬁ)*l.Wu.(Lg’ﬁ)*l.Up/UJﬁ-+HUPL’UfL,(5.18)

that the W, () weighted controllability Grammianand H ! (ZN) wei ghted observability
Grammian of the state space basis corresponding to I'; and X; are given by:

PW.(2)] = Si, (5.19)

QH'(2)] = Si(I,—-SH)"*'. (5.20)
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A proof of the Theorem can befound in Appendix A.11. The Theorem states that both
P[W,(2)] and Q[H ~(z)] arediagona (not equal). It thusimpliesthat the state space
basis of I'; and X;; is (within a diagonal scaling of the states) the [W,,(z), H *(z)]
frequency weighted balanced basis. It alsoimpliesthat the[W,, (z), H ~!(z)] frequency
weighted Hankel singular values can be expressed as (with o, the elements of S):

Ok
1— 0’% -
The last formula is very suggestive since it only makes sense when o, < 1. It can
indeed be proven (see [VODM 95h)]) that the diagonal elements of .S, are the cosines

of the principal angles between the row spaces of W,.W, and Y;.W, (where W, is
given asin Theorem 14):

ok [Wu(2), H(2)] =

S = [Wp.Wz < Yf.Wz] .

From the fact that these cosines are aways smaller than one, we can conclude that
for the specific choice of weights of Theorem 14, the singular valuesin S, are dways
smaller than one.

The consequences of this Theorem for reduced order identification will be further
elaborated on in Section 5.5.

5.4.4 Special casesof the second main Theorem
Corollary 4 - CVA

The canonical variate analysis of Larimore [Lar 90] (see Subsection 4.3.3) corre-
sponds to a the choice of weighting matrix W,, = Lgf in Theorem 14.

The proof of this Corollary can also befoundin[VODM 95b)]. Just asfor the M OESP
algorithm, we can state that when theinput iswhite, the basisin which the CVA method
determinesits state space model isthe [H ~!(z), S..(z)] weighted balanced basis. The
interpretation of the state space basis for the CVA algorithm with colored noise inputs
is still an open problem.

5.45 Connections between the main Theorems

Eventhoughthetwo Theoremsarebasically different, it ispossibleto mimictheresults
of the second main Theorem by using the appropriate wei ghtsin thefirst main Theorem.
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From (5.4) and Lemmalitiseasy to show that fori — oo and A asymptotically stable,

we have: N
def W, s
R:Yf/< U;) = H{E; .

Knowing this, we can take the weighting matrices of the first main Theorem equal to
(useformula (5.12) and (5.13) or (5.14)):

Wu = Wu;
wiw, = [RR']".

The first equation (which is trivia) states that 17, can be chosen arbitrarily. We then
find straightforwardly that:

PWu(2)] = Si, (5.21)
QH'(2)] = Si. (5.22)

If we compare (5.19)-(5.20) with (5.21)-(5.22) we find that both results are similar.
Thus the application of these specific weights to the first main Theorem leads to a
model in (almost) the same basis as when we had used the weights of the second
main Theorem. The only differenceis adiagonal scaling of the basis and the different
singular values S; that are calculated. It is easy to verify that for this specific choice
of weights, and with S, [1] and S; [2] the singular values calcul ated by respectively the
first and the second main Theorem, we have for this specific choice of weights:

(S1[2D)* = (S1[1])*(Tn — (S2[1D*)

55 CONSEQUENCESFOR REDUCED ORDER
IDENTIFICATION
In this Section we apply the results of the two main Theorems to the identification of

lower order systems. The connections with frequency weighted model reduction are
exploited.

55.1 Error boundsfor truncated models

An important consequence of the two main Theorems is the analysis of reduced
order identification. As has been proven in this Chapter, subspace identification
of a model of order n (the exact state space order) leads to a state space system
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that is [W,(z), W, (z)] frequency weighted balanced for the first main Theorem and
[W.(2), H 1(2)] frequency weighted balanced for the second main Theorem. This
nth order model can then be easily reduced to a model of lower order » by truncating
it asfollows:

r n—r m
_r A A T B
A_’I’L—T<A21 A22> ’ B_’I’L—T'<BQ>’

l

r n—r E
c=1(Ci C) , E:;_T<E;>.

The reduced order model is described by the matrices: Aqy, B;,C1,D,E{,F. The
reduced transfer functions are denoted by:

(2) = D+Ci(zl, — Ayy)" "By,
(Z) = F + Cl (ZIT — All)_lEl .

o Q)

Enns [Enn 84] now suggested the following conjecturein histhesis:

Conjecturel Enns'sconjecture

Whentruncating a [V, (z), W, (2)] frequency balanced system, the infinity normof the
wei ghted difference between the original and the reduced system can be upperbounded
by the neglected weighted Hankel singular values. In the framework of this Chapter
(see also Figure 5.1), this conjecture becomes:

IWy(2) [G(2) = G(2) ] Wul(z) | Wy(z) [H(z) = H(2)] Il

<2 ) o[Wul2),Wy(2)].(1+0a) , a>0, (5.23)

where a is small.

L et uspounder abit about this conjecture. We havetried to find asimple expression for
an upper bound on «, but didn’t succeed (asdidn’t anyone el se as far as we know, even
though the problem has been open since 1984). Even though the result is ambiguous
(o has never been proven to be bounded, let alone to be small), the heuristic model
reduction technique seems to work very well in practice (see for instance [AM 89]
[WB 92]). In practice it turns out that, even though not areal upper bound, two times
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the sum of the neglected singular values gives a good indication about the size of the
error. In what follows, we will loosely state result (5.23) as:

| Wy (2) [G(2) = G(2) | Wu(2) | Wy(2) [H(z) = H(2) ] ||

~2 Z i [Wu(2), Wy(2)] - (5.24)

Thisresult very much resemblestheresult of [AF 87] werethetruncation error isgiven
by two times the sum of the neglected Hankel singular values (two times the “tail”).
We will now apply this to the two main Theorems of this Chapter. We denote the
diagonal elementsof S, by oy.

For Theorem 13:

| Wy(2) [G(2) = G(2) 1 Wul2) | Wy(2) [H(z)—H(2) ] llw =2 Y 0.

k=r+1

For Theorem 14:

| H'(2) [G(2) = G(2) | Wul2) | H™'(2) [H(z) = H(2) ] Il
~2Z _QZcotanGL)

k=r+1 Uk k=r+1

where cotan(6},) is the co-tangent of the principal angle 8. Asindicated before, these
values do not give “hard” bounds, but give an indication of the weighted reduction
error induced by reducing the nth order model to amodel of order ». Moreimportantly,
these equations state that thefit of the truncated lower order model will be good where
W.(z) and W, (z) (or H!(z)) are large. This implies that by a proper choice of
W (2z) and W, (2) thedistribution of the error in the frequency domain can be shaped.
We find for the special cases:

N4SID

I[G(z) = G(2)]Su(z) | [H(z)=H(2)]lloo =2 z o -

k=r+1

We can concludethat the error of the model will be small where the frequency content
of the input is large. Thisis a very intuitive result: much input energy in a certain
frequency band |leads to an accurate model in that band. Also note that the error on the
noise model can not be shaped by the user.
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MOESP (white noise inputs)

I[G(z)-G(2)] | [H(z)=H()]lloo ~2 Z o -

k=r+1

This result is restricted to white noise inputs (as indicated in Subsection 5.4.2).

Balanced basis

11G=) -G=)] | [HE) -BE@] <2 Y or.

k=r+1

Note that for this case the less than or equal sign is justified, since for (unweighted)
balanced model reduction two times the sum of the Hankel singular valuesisreally an
upper bound for the truncation error (see for instance [AF 87]).

CVA (white noiseinputs)

IH™(2) [G(z) = G(2)] | H'(z) [H(z) = H(z) ]l

~ 2
kzr;H \/1 —Uk

We can conclude that the error will be small in frequency bands where the input to
noiseratio islarge (the white noise input has aflat spectrum equal to 1). Also notethat
the error on the noise model is arelative error. Again, thisresult is restricted to white
inputs (see Subsection 5.4.4).

Remarks & comments

m  For the purely stochastic case (G(z) = 0), we see that the result for N4SID
reduces to:

IHE) =B =2 Y o
k=r+1
For G(z) = 0 wefind for N4SID that P[I(z)] = Q[I(z)] = S1, where P[I(z)]
indicates the controllability Grammian of the forward innovation model (since
the deterministic part is equal to zero). This means that the forward innovation
model is balanced (in the regular sense [Moo 81]). Indeed, N4SID reduces for
the stochastic case to the UPC algorithm of Subsection 3.3.2 (cfr. the weightings
Wy = Ij;, Wy = 1), and as was aready mentioned in that Subsection, Arun
& Kung [AK 90] showed that the forward innovation model is balanced in the



Sate Space Bases and Model Reduction 153

deterministic sense. This also implies that we can write (exactly, see the results
of [AF 87]):

IH(z) - H )l <2 Y ok

k=r+1

m  Forthe purely stochastic case (G(z) = 0), we see that the result for CVA reduces

to:
1 (2)[H () = H(2)]lloo ~ 2 Z —— (5.25)
k=r+1 ]' - Uk
In this case, the weights of Theorem 14 reduce to W, = &.'/2 W, = I;,

Yy, Y5]?
which are indeed the weights for the stochastic CVA as descrl[béd |r]1 Subsection
3.3.3. Thisimplies that the combined CVA of Subsection 4.3.3 reduces to the
stochastic CVA of Subsection 3.3.3in this case. Now, we know also that for the
stochastic CVA, the stochastic model is* stochastically balanced” (see Definition
6). In[WS 91] the following result is derived for stochastically balanced models:

I~ (2)[H (2) = H(2)][loo <2 Z 1_ (5.26)

k=r+1

Even though there is a resembles between (5.25) and (5.26), they are not equal.
First, it should be noted that the expressionin (5.25) issmaller than the expression
in (5.26) (for o, < 1, which isthe case). This means that the bound given by
Ennsistoo small (recall the factor ). However, the difference between the two
expressionsissmaller than 10% for o, < 0.3. Or in other words, when the angles
that were discarded arelarger than 70 degrees, the unknown al pha factor accounts
for about 10%. More results on the connections between stochastic balancing and
Enns's theory can be found in [SDM 94].

5.5.2 Reduced order identification

The H-infinity norm bounds stated above were derived for the case where first the nth
order model was identified, after which it was truncated to a model of order r (we
will call this the truncated lower order model, see Figure 5.3). It is very tempting to
extrapolate these results to the case where the rth order model is identified directly by
the subspace algorithm, without first identifying the nth order model. This can easily
be done by truncating Uy, S; and V; (in Theorem 12) to an R/**", R"*" and R/ <"
matrix respectively. The resulting rth order model depends on the exact details of how
the system matrices are extracted from I'; and X; (we will call thistheidentified lower
order model, see Figure5.3). Theidentified lower order model and the truncated lower
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Figure 5.3 The left hand side of the Figure illustrates how first an nth order model is
obtained through identification, after which it istruncated to obtain the truncated lower order
model. The right hand side illustrates how the reduction can be done in the identification
step. Thisleads to theidentified lower order model.

order model will be different (in general). However, we experienced from simulations
that both models are “close”. The H-infinity norm results do not hold any more now
(note that in practical situation they would never hold, since i, j # oo in practice),
but the norms can be used as guidelines for the choice of W, (z) and W, (z) and as a
crude estimate of the size of the errors. Thiswill be further illustrated by an example

in Section 5.6.

We conclude this Section with the remark that the implementation of the algorithms
with the weights W, and T, can easily and computational efficiently be done by
making use of the RQ decomposition as established in Section 6.1.
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5.6 EXAMPLE

In this section a simulation example is presented to illustrate the effect of different
weightings 1/, and W, for the two main Theorems.

The system under consideration is (in forward innovation form):

0.603 0.603 0 0 0.9238
e —0.603 0.603 0 0 B 2.7577
o 0 0 —0.603 -0.603 ’ o 4.3171 ’
0 0 0.603 -0.603 —2.6436
T
—0.5749 —0.0205
1.0751 0.1100
¢= —0.5225 , E= 0.0709 |~
0.1830 —0.1027
and D = —0.7139, F = 0.4853. The innovation sequence e, is a zero mean, unit

variance, Gaussian white noise sequence of 1000 points. The number of block rows
in the block Hankel matricesis chosen equal to 30. 100 different input and innovation
sequences are generated according to the scheme outlined below. With these inputs
the output y, is ssmulated using Matlab. For each input output pair, a state space
model of order 4 and of order 2 (identified lower order model) is identified using
subspace identification. The model of order 4 is also truncated to order 2 (truncated
lower order model). We define Wow (2) asthe fourth order Butterworth low pass filter
with cut-off frequency equal to 0.5 times the Nyquist frequency (with T = 1, the
Nyaquist frequency is equal to 0.5). Similarly, Whign(2) is defined as the fourth order
Butterworth high pass filter with the same cut-off frequency. We consider six different
cases (different inputs u, and weighting matrices Wy and W5):

Casel: uj azero mean, unit variance white noise sequence and Wy and W, are
computed from the first main Theorem (5.13) with W,, = L;* and W = I3o.
This correspondsto N4SI D as explained in Section 5.4.2.

Case2: uy isthe sum of a zero mean, unit variance white noise sequence filtered
with Wiew(2z) and superposed on that a zero mean, 0.0025 variance white noise
sequence. W, and W, are computed from the first main Theorem (5.13) with
Wy (z) = Ispand W, (z) = I30. Thiscorrespondsto abalanced basisasexplained
in Section 5.4.2.

Case 3: uy a zero mean, unit variance white noise sequence and W, and W are
computed from the first main Theorem (5.13) with W, = Ly* and W, (2) =

Wiow(z)-
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Case4: uy a zero mean, unit variance white noise sequence and W, and W are
computed from the first main Theorem (5.13) with W, = L;* and W, (2) =
Whigh(Z)-

Caseb5: uj azero mean, unit variance white noise sequence and Wy and W, are
computed from the second main Theorem with W,, = L;*. This correspondsto
CVA asexplained in Section 5.4.4.

Case6: uj a zero mean, unit variance white noise sequence and Wy and W, are
computed from the second main Theorem with W,,(2) = Wiow(2).

The extraction of the system matrices A, B, C, D, E, F' isdone as described in Figure
4.8. The average! fourth order identified deterministic and stochastic transfer matrix
wasfor all casesalmost indistinguishablefromthe original fourth order transfer matrix.
Only for case 2 there was adifference at high frequencies due to the small excitationin
that frequency band (colored input u ). It was also verified that the average weighted
Grammians P and @ of the identified fourth order systems were diagonal. On top
of that, for Case 1-4 the average weighted controllability Grammian was equal to the
averageweighted observability Grammian (as predicted by Theorem 13). For Case 5-6
the two Grammianswere connected through the rel ationship (as predicted by Theorem
14):
QIH™'(2)] = PIWu(2)|(Is — P[W,(2)2) 7" .

Figure 5.4 showsthe average singul ar val ues (Case 1-4) and angles (Case 5-6) for the 6
different cases. Clearly these singular values and angles are altered by using different
weighting matrices.

Figure 5.5 shows the exact fourth order model, together with the average identified
second order model and the average truncated second order model (see Section 5.5 for
more details). The effect of the weightsisclearly visible.

Table 5.2 shows the errors between the second order identified transfer function and
the original fourth order transfer function. These errorswere experimentally computed
from the average over the 100 experiments. An upper bound for the errors was aso
predicted from the average weighted Hankel singular values (see also Section 5.5).
Clearly the upper bounds hold for this example.

LAll average properties of this example were calculated as the sample mean of the properties of the 100
estimated models. For instance, the average transfer matrix is calculated as the sample mean of the 100
transfer matrices.
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Figure5.4 The average singular values (Case 1-4) and angles (Case 5-6) that indicate the
model order. For Case 1 and 5, the order is clearly equal to 4 (this is expected, since the
data was generated by a fourth order system). For Case 2,3,4 and 6, the order is less clear.
Thisisnot unexpected, since one of the dynamic modesisfiltered out by introducing either

Wiow(2) or Whigh(2).
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Figure 5.5 Origina transfer function (full line), average second order identified transfer
function (dashed line) and average second order truncated transfer function (dotted line).
The choice of weights determines the shape of the second order identified transfer function.
Whentheweight or input hasmuch energy at low frequencies, thelower resonanceisretained
(Case 2,3,6). On the other hand when the weight has more energy at high frequencies (Case
4), the high frequency resonance is retained. The weight used in Case 5 (F1(z)) gives

poor results for this example. For case 1,3,4 and 6, the lower order truncated and identified
transfer function are almost equal. For case 2 and 5 there is a difference. For case 2, this
is due to the bad excitation at higher frequencies, and for case 5 it is due to the bad second
order approximation of the original fourth order system.
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[ Case | Norm [ Exper. | Predicted ||
1| IG(z) = G(2)) o 9.2 19.0
2| II(G(2) = G(2))Wiow(2)| 14 36
3 || IWiow(2)(G(2) = G(2)loo 2.7 4.4
4 | [Whign(2)(G(2) = G(2))lloo 21 5.3
5 || 1H(2)(G(z) = G(2)) o 139 36.7
6 | IIH (2)(G(2) = G(2) Wiow(2) oo 51 9.6

Table 5.2 Predicted upper bound from Formula (5.23) with a = 0 and experimentally
computed H-infinity norms of the difference between the origina fourth order transfer

function and the identified second order transfer function.

5.7 CONCLUSIONS
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In this Chapter we have shown that the state space basis of the subspace identified
models corresponds to a frequency weighted balanced basis. The frequency weights
are determined by the input spectrum and by user defined input and output weighting
functions. The effect of the weights on reduced order system identification has been
treated. Finally an example was presented to illustrate the main Theorems.



160 CHAPTER 5



IMPLEMENTATION AND
APPLICATIONS

“Lessismore. ..

and my architectureis very little, indeed”

Le Corbusier, 1930

cited by Prof. Stephen Boyd, Stanford University, August 1992
(whilereferring to GUI's).

In this Chapter we take the leap from theory to practice, which involves two major
parts:

Implementation: Inafirst Section 6.1 we describe how standard numerical toolslike

the QR and Singular Value decomposition can be used to trand ate the geometric
operations of Section 1.4 and thus the subspace identification algorithms of this
book.

To use (and test) the algorithms of the preceding Chaptersin practice, they should
be implemented. The implementation in Xmath resulted in a commercially avail-
able system identification toolbox I SID!. It contains, apart from the subspace
algorithms described in this book, a whole scale of processing, classical identifi-
cation and validation utilities. Thetoolbox has, asone of thefirst, agraphical user
interface GUI, which reduces the user-threshold for novice users significantly.
Thisisthetopic of Section 6.2.

This book also contains the implementation of the subspace algorithms as a
collection of Matlab functions. Since these files do not contain the innovative
features of the GUI of 1SI D, we postpone the description to Appendix B.

L1 SID stands for I nteractive System | dentification. Xmath is a product of Integrated Systems Inc., CA,

USA.
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Application:; In Section 6.3 we describe in detail how the GUI driven toolbox 1SID
is used to identify a discrete time linear model of a glass tube manufacturing
process, based on which an optimal controller is designed. In Section 6.4 we
present the results of the application of the Matlab implementation of the robust
subspace algorithm to ten practical examples.

6.1 NUMERICAL IMPLEMENTATION

In this Section we describe how the algorithms presented in this book can be im-
plemented in a numerically stable and efficient way. We make use of the RQ and
the singular value decomposition. It would lead us too far to go into the imple-
mentation details of all algorithms presented in this book. Only the robust com-
bined deterministic-stochastic identification algorithm (algorithm 3, Figure 4.8) will
be worked out totally. Theimplementation of other combined algorithms can be easily
derived fromit. Implementing the specific deterministic and stochastic algorithms can
also bedoneinasimilar way. In[VODM 93a] more specific details are given on how
to implement the canonical variate analysis through a quotient singular value decom-
position QSVD. Other specific implementations can be found in for instance [ Aok 87]
[DMo 88] [MDMVV 89] [VODM 94a] [VD 92] [VD 91]. Werefer the reader to those
papersfor further details.

All Matlab files of Appendix B have been implemented using the techniques of this
Section. For technical details we refer to Appendix B and the M-files.

6.1.1 An RQ decomposition

Thecommon factor intheimplementation of all thealgorithmsisthe RQ decomposition
of the block Hankel matrix formed of the input and output measurements?:

2y def 1 ( Uoj2i—1 >
V7 \ Yopia1
ER2(m+1)ix;

= RQT,

?The scalar 1/+/7 is used to be conform with the definition of .
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with Q7 € R2(m+DxJ orthonormal (Q7Q = Ly(y41);) and R € RAm+Dx2(m+D)i
lower triangular®. This decomposition has several advantages:

m  Themainadvantagewill only becomeclear at the end of this Section whereit will
be noted that in the final calculations of the system matrices, only the R factor
of this decomposition is needed. Thisimpliesthat in thisfirst step the Q matrix
should not be calculated*. Since typically j > 2(m + )i, thisimplies that the
computational complexity and memory requirements are reduced significantly.

= Aswill beindicated in the next Subsection, all geometric operationscan be easily
expressed in terms of this RQ decomposition.

= The amount of computation needed to obtain the R factor of the factorizationis
of the order of magnitude i2.j. However, the speed of this factorization can be
drastically improved by making use of the Hankel structure. Indeed, as described
in[CXK 944] [CXK 94b] [CK 95] [Cho 93] the displacement theory can be used
to obtain a fast decomposition of the block Hankel matrix. We will not go into
the technical details of the procedure, however we would like to note that:

— The computational load reduces from order of magnitudei2.j toi.j. This
can be significant.

— A straightforward implementation of the Schur algorithm leads to problems
with rank deficient Hankel matrices?. Thematrix H becomesrank deficient
when the data was generated by a purely deterministic system. Thisis not
oftenthe casein practice. However systems with many outputs can generate
Hankel matricesH that are nearly rank deficient. Thisisbecausethe outputs
become almost co-linear. Also, heavily colored input signals u; can lead
to nearly rank deficient matrices H. A numericaly stable implementation
of block Hankel matrices should thus be pursued. Until then, we suggest to
use any classical RQ decomposition algorithm. Thisis also why we didn’t
include this fast decomposition in the software accompanying the book,
eventhough it isillustrated in the examples of Section 6.4.

3Dueto historical reasonswe usethe symbols R and Q. They should not be confused with the covariance
matrices R and Q). This should pose no problem since the R and @ of the RQ decomposition generally
have a subscript.

4The matrix @ can be viewed as an auxilary matrix needed for the derivations.
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For convenience of notation, the decomposition is partitioned as follows:

U, U,f
i < Uoj2i—1 > _ L Uy — L Uf_
Vi \ Yopia1 Vil Yp VAR
Yf Yf7
J
mi Uo|i-1
m Ui
1 m(i—1) | Upipie
= R. T _ i i+1]2i—1
@ Vil Yoi—1
l Y
l(i—1) Yifi2ic1
mi m m(@i—1) Ul I 1i—1) J
mi R 0 0 0 0 0 T
m Rs1  Rao 0 0 0 0 7
_m(i—1)| Rsi Rz»  Ra 0 0 0 7
B l7 R41 R42 R43 R44 0 0 Z
l Rs1 Rso Rss3 Rsy  Rss 0 4
I(i—1) \Rer Re2  Res  Res Res  Res ¢

We will usethe shorthand Matlab notation R4.),[1.3) for the submatrix of R consisting
of block rows 4 to 6 and block columns 1 to 3, and the shorthand Q £, in asimilar way.

For instance:
_( B O 0
Riy:5),[4:6) = Rs4s Rss Rse )’

Ry 0
Ry 1,3 = ( Ris1 Rus ) '

For transposed matrices, the subscript has priority over the transposition:

and also:

T
R[1;74],[1,3] = I:R[174]7[173]:|

Q§4 = [Q3:4]T-

Y

6.1.2 Expressionsfor the geometric operations

In this Subsection we give expressions for the geometric operations introduced in
Section 1.4 in terms of the RQ decomposition of the previous Subsection.
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Orthogonal projections

Orthogonal projections can be easily expressed in function of the RQ decomposition.
We first treat the general case A/ B, where A and B consist of any humber of rows of
H, which implies that they can be expressed as linear combinations of the matrix Q7
as.

A = RAQT ’
B = RBQT )
we thus get:
A/B = 4.9/, 5B

= [RaQTQRE).[ReQTQRE].ReQ"
= RuRL.[RpRE.RpQT .

In many cases, this can be even further simplified. Consider for instance Z; (4.18):

Ugji_
Zi = Yip2i- /( ol )
|2i-1 }fo|i—1
We have:
Ry = R[5:6],[1:6] )
Rg = Rpae -

Assume (for simplicity) that R g isof full row rank. We then get (note that the last two
block columnsof Rp are zero):

Z; = R[5;6],[1:6]R[7£;4]7[1;6][R[1:4],[1:6]R[II:4],[1:6]]71R[1:4]7[1=6]QT
= R[5:6],[1:4]R[7£;4]7[1;4] [R[1;4]’[1:4]RaA]7{1:4]]71R[1:4],[1:4]Q{A
= Ry [1:4) R[II;4],[1;4]R[_1£],[1;4] . R[_1;14],[1:4]R[1=4]7[1:4] Q1

e

=T =I
= Ris1.4 Q14 »
which is a very simple expression for Z;. In a similar way, the projection on the
orthogonal complement of the row space of a given matrix can be computed. For
instance:
My = I;— AT[AAT]TA
Ij — QRA[RARL] RAQ"
= Q'[I2(m+l)i - RE[RARE]TRA]'QT )
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where the middle matrix (between the square brackets) has“small” dimensions. Once
again this expression can often be simplified. For instance the projection on the
orthogonal complement of Uy);_; can be written as.

R?l T1-1 T
HU&Ti—l = Q-[I2(m+l)i - < 0 > [R11R11] ( Ry O )]Q
= Q.[la(m+i)i — < 0 0 >]_QT

Q2:6Q£6 -

Oblique projections

The oblique projection can aso be written in function of the RQ decomposition. For
instance with:

A = RAQT )
B = RBQT )
c = RCQT )
we find that:
A/B* = Rallymsn: — RE[RBRE RE).QT,
C/B* = Ro[lymiyi — RE[RBRE] RB].QT,

and with the orthogonal projection operator being idempotent:
Mg Mg =g,
we find through formula (1.7) for the oblique projection:
A/ C = AB- [c/BH".c
= Rally(mt1)i — REIRBRE] Rp]

% [Rellagnsni — RReREIRE)" . RcQT.  (6)
For instance with:

A = Y} = RpgpeQ",

B Ur = RpaneaQ,

c =W, = R[1,4],[1:6]QT7
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we could compute the oblicque projection Y / W,. Even though this would lead to

a valid expression for the oblique proj ectlon there is a better way to caculate this
quantity by first projecting Y on the row space of the past outputs and the past and
futureinputs, and then separating the effect of thefutureinputsU ¢ out of thisprojection
(see also Section 1.4). This can be done as follows: With Ly, Ly, and Ly, defined

LUp LU Lyp def
( - NN > = Ris),1: 4]R[1 4], [1:4] (6.2)
E]Rlixmi eRlixmi eRlixli

we have:
Z; = Lup.Up + LUf~Uf + Lyp.Yp .

We thus get for the oblique projection:
Yf /U Wp = LUp .Up + Lyp.Yp
f
= [Lu,-Ruappa + Ly, -Riaa 4] QL - (6.3)

Thiscomputationissignificantly faster than the previousone, since (When ;.41 [1.4] IS
of full rank) the matrices Ly, , Ly, and Ly, can be computed using back-substitution
(since Rjy.4),(1:4) iS alower triangular matrix).

Principal angles and directions

In[VODM 934] it isdescribed how the principal anglesand directions can be computed
from the QSVD of certain R factors. Since we will not be using these results in this
book, we refer to [VODM 934 for further details.

Finally we want to note that the “best” numerical implementation is still an open
problem. Theimplementation presented inthis Section isone possibleimplementation,
that allows to calculate al quantities presented throughout the book. When only one
specific matrix isneeded, there often exist more optimal implementations. For instance,
when only:

Yy /Uf Wp.HUfL

wereneeded (for instancein M OESP andin thethird combined i dentifi cation algorithm
of Figure 4.8), it would be better to use the RQ decomposition of formula (4.40):

Uy Li; O 0 Qf
Wy | =| Laa L2 O 5|
Yy L3y L3y Lss 5
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sinceit can be verified that in this case:

Yy Wpllys = L3.Q7 .

The advantage of the different ordering of the matrices U, W, and Y} in the RQ
decomposition is however lost when the matrix:

Y. w+
f /Uf_ P

has to be calculated. That is why we stick to the RQ decomposition presented at the
beginning of this Section.

6.1.3 Animplementation of therobust identification algorithm

To illustrate the ease of use of the RQ decomposition when implementing subspace
identification algorithms, we give the details of the implementation of the third com-
bined algorithm (Figure 4.8). Further details on the first and second combined al-
gorithms can be found in [VODM 944]. The fina implementation is summarized in
Figure 6.1. The projected oblique projection can be computed as:

OiHUfL = [LUP-R[1:1],[1;4] + LYP-R[4:4],[1;4]] Q1.

RL 1.
xQ {12(m+z>i - ( o )[R[m],[1=31R§:31,[1:31]T( B 0)] Q"
With:
I = Ismi — R[T2;3]7[1;3] [R[2:3],[1;3]R[T2;3],[1;3]]71R[2;3],[1:3] )
thisleadsto:

Oilly 1 = ( (Lu, Ry + Ly, Riaay i) 11| Ly, Ras ) Q14 - (6.4)

The other steps of the implementation are straightforward (except maybe for the step
where B and D are determined). The overall implementation isillustrated in Figure
6.1.

The Matlab function subi d. mcontains a Matlab implementation of this robust
algorithm. See also Appendix B.
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Implementation of algorithm 3:

1. Compute Ly, € RI‘*™E and Ly, € R from:

— T
( LUP LUf LYP ) - R[5:6]7[114]R[1:4],[1:4] ’

where the pseudo inverse can be substituted by a backsubstitution when
Ry1:4),[1:4) IS Of full rank.

2. With:
II =Ihm; — R[T2;3]7[1;3] [R[2:3],[1;3]R[T2;3],[1;3]]71R[2:3],[1;3] .
Compute the SVD of:

( (Lu, Ry + Ly, Rpacag:3) 11 | Ly, Ras ) .

3. Determine the order by inspection of the singular values and partition the
SVD accordingly to obtain U; and S;.

4. DetermineT; = U, 5,/” andT;_; =T;. Define 7; and T, as:

1 T
ﬁdgf ( [ Rig:6),[1:5] ) T def ( L} Ris.6),01:5] ) _
Ris:50,11:5) Ri2.31,[1:5]

Compute A and C asthefirst n columnsof: S = 7,7,

5. Inorder to solve B and D, the matrices P and Q are set equd to:

P

A
Ti- <T> I} Risio)1:9]
Q = R[2:3],[1:5] .
Also determine the matrices NV}, (4.57)-(4.59). Solve (4.61) for B and D.

6. Determine the covariance matrices 0, S and R as.

(& 5)-T-smm-smr.

Figure 6.1 Implementation of a robust deterministic-stochastic identification algorithm.
Note that the @ matrix of the RQ decomposition is never needed. This algorithm has been
implemented in the Matlab function subid.m.
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6.2 INTERACTIVE SYSTEM IDENTIFICATION

In this Section, we first explain in Subsection 6.2.1 the trend in present days software
towards graphical user interfaces (GUIs). In Subsection 6.2.2, we describe our GUI

I SI D%, which was devel oped to do inter active systemidentification in an ultimatel y user
friendly manner. We describe the use of 1SID in Subsection 6.2.3 while in Subsection
6.2.4 we give an overview of the algorithmsthat are implementedin | SI D (preprocess-
ing, identification, validation and display). Sinceit isimpossible to summarize all the
features of 1SID, let alone that we could visualize all its graphical functionalities, we
would like to refer the interested reader to the | SID manual [VODMAKB 94].

6.2.1 Why agraphical user interface ?

In this Subsection, we motivate the use of a graphical user interface (GUI) for system
identification, by giving a short historical overview of the different types of user-
interfaces.

The overview is confined to the history of user interfacesfor identification and control
of processes, which canbesplit upinthreestages: Program User Interfaces, Command-
line User Interfaces and Graphical User Interfaces. An overview of the discussion is
givenin Table 6.1.

Program User Interface: This is the era of lower level programming languages
(Fortran, Pascal and C). Typically, the user-input consisted of programswith low
level commands. To solve a problem, one had to write a library of applicable
functions, which were then combined to a program. The programming had to
be done on a very low level, and it was only at the end, when al the bits and
pieces were put together, that the results were obtained. If the results were not
satisfactory, parts of the programs had to be rewritten. Due to the inflexibility
of the programs, most of the time was spent programming. Investigation of the
influence of different parameters (and different methods) on the result was hard
and time consuming. Especially the intermediate bookkeeping tasks were very
tedious.

Command-lineUser Interface: Thesecondtypeof user interfacesisthe command-
line interface. Thisinterface allows the user to enter commands at the command-
line. Contrary to the previous generation, the effect of the commands could

5| SID (Part 2) was developed in Xmath, atrademark from Integrated Systems Inc., Santa Clara, Califor-
nia, USA, and is the successor of | SID Part 1 (which is a command-line user interface package for system
identification, see [AMKMVO 93] [AKVODMB 93] for more details about | SID Part 1).
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immediately be inspected. The commands also became more powerful (higher
level), which made writing programs and experimenting with different methods
less time consuming. Another feature was the bundling of programs into so
called Toolboxes. These bundles contained all the necessary “tools’ to solve a
whole class of similar problems. There was for instance a Toolbox for control
problems and one for identification problems. However, due to the complexity
of the commandsit was not easy for a novice user to start using these Toolboxes.
First, he had to become familiar with all methods implemented in the Tool box.
Then, he also had to understand and study the sometimes complicated syntax of
the commands. Finally, he had to understand how to interconnect the commands
into a program that would solve his problem.

Typically the user had to read thick manuals with extended syntax conventions
before he could start. On top of that, after he had read the manuals, it was
not always clear how to solve his problem. This is because there was hardly
any user guidance available (apart from the examples in the manuals). A thor-
ough understanding of the implemented methods was thus still needed to use the
Toolbox.

Even though alot easier to use and more flexible than the Program User Interface
programs, this new generation still had significant drawbacks i.e. the extended
syntax, the complicated interconnections of commands and the lack of user-
guidance.

Graphical User Interface: The most recent interface is the graphical user interface
(GUI). A GUI is auser interface made up of graphical objects such as menus,
buttons and plots. Using it is straightforward since it only requires manipulation
of the three mouse buttons and at rare occasions, typing in the name of an object
or datafile.

A first feature of a GUI is that it makes thick manuals virtually obsolete. Most
graphical objects are clearly labeled so that their function is immediately clear.
Thereis no need to study complicated syntax. An overview of the functionality
can be found by browsing through the menus of the interface.

Another GUI feature is that the effect of changes in parameters (or methods) is
depicted graphically. In the previous generation, the results were obtained as
variables. These variables had to be transformed to figures to be interpreted.
This made it necessary to add extra visualization commands. A GUI presents
all results graphically, which excludes this last step, and which turns it into an
elegant tool to perform varying parameter experiments.

On top of that, a GUI for identification and control system design provides
the user with guidelines to solve her problem. By equipping the GUI with
a certain intelligence (highlighting certain menus, buttons and plot handles),
the user is guided through the interconnection of complicated functions. This
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Program Command-line Graphical
User Interface User Interface User Interface

Date +1960-1982 1982-1990 1990-?

Input programs command-line graphical

Output text variables graphical

Elementary Block low level command | high level command | window

Start Threshold very high high low

Flexibility low high high

User guidance none limited high

Syntax complex complex simple

Expertiserequired || high high limited

Computer required || simple simple fast

Table6.1 Comparison of the different stages in the history of user interfaces for identifi-
cation and control software.

interconnection is also graphically depicted, which enables the user to retain a
clear overview (see for instance Figure 6.5).

A GUI for system identification thus enables a novice user to get acquainted with
the intuitive software without the need for thick manuals or extensive (identifica-
tion) expertise. In the next Subsections these advantageswill become even more

apparent.

6.2.2

| SID: Where system identification and GUI meet

The combination of powerful numerical algorithms for system identification (such as
subspace identification algorithms) and a graphical user interface leadsto intelligent
and user-friendly identification software. Thelnteractive System| dentifiction software
I SID, contains 3 major concepts. the data objects, the building blocks and the chain.
These concepts are briefly reviewed in this Subsection.
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Data Objects

System identification typically requires afair amount of data-handling. This handling
isorganizedin | SID using so-called data objects. Thebasicideabehinditisto bundle
data and related information into one object. The five different data objectsin 1SID
are:

I nput-Output Records. contain input-output data in the time domain. In most
identification problems the data is measured from the plant. Alternatively, the
data could be gathered by simulating a model of the plant in any of your favorite
numerical simulator.

m  Frequency Responses. contain complex datain the frequency domain represent-
ing a frequency response or a spectral density function.

= Impulse Responses. contain data in the time domain representing an impulse
response or a covariance sequence.

m  Models: contain models of systems (one or more). The end result of an identifi-
cation session is typically amodel data object.

m  SquareRoots: containintermediateidentificationresults. A squareroot contains
the same information as the input-output data sequence it was derived from, but
in acondensed form. Basically, it containsthe R factor of the RQ decomposition
of Section 6.1.

Apart from the actual data (the matrix containing the numerical values), data objects
also contain the following information: sampling time and unit, channel names and
units, data object history® and a data object name.

Dataobjectsaretypically used for three purposes. At the beginning of an identification
session, a variable is loaded in 1SID from the Xmath workspace. It is internaly
converted to a data object. Data objects are also used to transfer information between
different algorithms. Aswill be explained below, algorithmshave asinputsand outputs
one (or more) data objects. Finally, at the end of an identification session the data
objectsof interest are converted to Xmath variablesand saved in the X math workspace.

6The history consists of atextual description of how the object came about. This releaves the user of the
bookkeeping details of the identification session.
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Building Blocks

The second major concept of 1SID isthat of building blocks. On an abstract level, a
building block is an operator with inputs and outputs. The building block operates on
theinputsto calculateits outputs. Within I SI D, the building blocks have the following
structure (see al'so Figure 6.2):

= |nputs: oneor more data objects
m  Operation: determined by a set of parameters

= OQutputs: one or more data objects

Parameters |
i
Input Output
Data Object(s) Data Object(s)
—— = Building Block =

Figure6.2 AnISID building block: the inputs and outputs are data objects, the operation
of the block is determined by a set of parameters.

Each building block has an algorithm window associated withit. Thiswindow displays
information about the building block and allows for graphical interaction to set some
of the parameters.

In ISID there are two different types of building blocks: Algorithms building blocks
and data boxes, which differ slightly from the first type since they have an Xmath
variable as input (and not a data object).

There are 4 classes of algorithm building blocks: processing, identification, validation
and display algorithms. Each of the algorithm blocks operates on an input data object
to create the output object.

Figure 6.3 shows an example of an identification algorithm building block. The block
itself is represented by an icon (the rectangular box containing the text “Algorithm
Building Block”). The algorithm window associated with the building block is also

displayed.
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Input-Output Mode
Data Object Algorithm ~ Data Object
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Figure 6.3 An example of an algorithm building block. The block itself is represented
by an icon (the rectangular box). The input and output data objects are indicated by the
arrows. The agorithm window associated with the building block is displayed in the right
bottom corner. Thiswindow allows for graphical interaction with the algorithm parameters.
Furthermore, it is possible to zoom in on one subplot or on a specific part of the data. The
axes of the plot can be set interactively and the data values can be viewed by a single click

of the mouse.

Data boxes are very similar to algorithms, with the only difference that their input
is not a data object but an Xmath variable. Every time an Xmath variable is loaded
into 1SID, a data box is generated. Data boxes are always found at the beginning
of the chain (see below). Figure 6.4 shows an example of a data box containing an

input-output data object.

A complete list of building blocks (algorithms and data boxes) and their parameters

can be found in Subsection 6.2.3.
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Figure 6.4 An example of a data box. The input of the data box is an Xmath variable,
the output isan | SID data object. Just as algorithms, data boxes have an algorithm window
associated with it. Thiswindow allows for graphical interaction with the parameters.

Chain

Themainideaof | SID isto connect building blocks one to another. The output of one
building block is used as the input to another building block. In this way, different
building blocks can be put in series and in parallel. The result is called a chain (of
building blocks).

Figure 6.5 shows an example of achain. The different building blocks are represented
by anicon in the Chain Plot. One can distinguish the data box icons at the beginning
of the chain and the algorithm icons that are connected back to front.

The chain thus consists of a“causal” connection of algorithmsin series or parallel (no
feedback). Whenever either theinput object or the parameters of any of the algorithms
in the chain change, these changes are propagated causally (from left to right) through
the chain.
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Figure 6.5 An example of achain. Each icon represents a building block. The data box
(arrow shaped) islocated at the beginning of the chain. The algorithms are connected back
to front.

For instance, when the output of an algorithm (say A) is used as input for another
algorithm (say B), then these algorithms are coupled and thus form a part of the chain.
Every time aparameter of algorithm A changes, anew output of A is calculated which
in turn triggers the recomputation of algorithm B. This procedure is not restricted to
two algorithms, and it isthus possible to couple many algorithmsback to front, to form
achain.

Typically, the front end of a chain consists of data boxes, containing variables oaded
from Xmath. The back end consists of validation or display agorithms. The inter-
mediate part of the chain consists of processing algorithmsin series and one or more
identification algorithmsin parallel.

The graphical interaction with the chain and with the parameters of the building blocks
allows for afast inspection of the influence of certain parameters on the quality of the
identified model.
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Figure6.6 Anoverview of an1SID session. Shown inthe background isaparticular chain
window. In the foreground, we see the algorithm windows which are automatically ordered
asa“card box”. There are severa functionalities to manipulate these windows, details of
which can be found in [VODMAKB 94].

An overview of atypical I SID session isdepicted in Figure 6.6. | SID can be used in
many different ways. As an example you might:

m  interactively identify amodel from input-output data, frequency response data or

impulse response data

= compare the results of different identification techniques (the more these results
are alike, the more you can trust your models)

m  pre-process data measured from an industrial plant to a form suitable for linear

system identification
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m  cross-validate identified models on validation data
m  display several properties of the identified models

m  interactively analyze the influence of parameter changes on the resulting model
quality

m  save the identified model to Xmath and use it (after conversion to a continuous
time model) for control design

6.2.4 An overview of | SID algorithms

Each of the ISID algorithm building blocks takes a data object as input and returns
another data object at its output. The four data object classes (and their abbreviations)
are: Input-Output Data (10), Frequency Response (Freq), | mpulse Response (Imp) and
Models (Model)”. There are 4 different types of algorithm building blocks, namely
pre-processing, identification, validation and display algorithms. Since obviously we
can not describe al of these functionalitiesin full detail (for which we would like to
refer the interested reader to the manual [VODMAKB 94]), we will restrict ourselves
here to a mere enumeration of all the possibilities of algorithm building blocks. In
each of the following tables, the first column contains the name of the functionality,
the second column is the data object that acts as an input, the third column the data
object that is delivered as an output while the fourth column is a one-line description
of the functionality.

(Pre-)Processing

Industrially measured data sets often need to be pre-conditioned to make them suitable
for linear time-invariant identification. The processing algorithms are:

| Name | Input | Output | Functionality |
Detrend and Scale | 10 10 Scaling and trend removal (drift ...)
Peak Shaving 10 10 Removal of outliers (sensor failure....)
Delay Estimation | 10 10 Estimation and extraction of delays.
Filtering 10 10 Low, high or band pass filtering.
Post Sampling 10 10 Subsampling of a data set.
View and Split 10 10 Splitin Identif. and Validation set.

7Since the square root object is only used by expert users, it is dropped from this discussion.
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| dentification

ISID contains a whole range of identification algorithms. Apart from the “classi-
cal” identification algorithms there are also two subspace identification agorithms
described in this book implemented: The stochastic identification algorithm?® of Fig-
ure 3.13 and the combined deterministic stochastic identification algorithm of Figure
4.8. The collection of identification algorithmsis the following:

| Name | Input | Output | Functionality |
Least Squares 10 Model Least Squares in time domain.
Subspace | dentification 10 Model Thisbook.
Instrumental Variables 10 Model Uses inputs as instruments.
Prediction Error Method | 10 Model Classical cost function minimization.
Empirical Estimation 10 Freq & Imp | Non-parametric identification.
Frequency Least Squares | Freq | Model Least squares in frequency domain.
Impulse Realization Imp Model Realization of impulse responses.
Validation

Thevalidation algorithmsof | SID allow to assesthe “ quality” of theidentified models.
Thisisdoneby inspection of different propertiesof the prediction errors. Thevalidation
algorithms are:

| Name | Input | Output | Functionality |
Error Norms I0& Modd | - Displays prediction error norms.
Prediction I0& Model | 10 Predicted signals.
Prediction Errors | I0& Model | 10 Prediction errors.
Covariance I0& Model | Imp Covariance of prediction errors.
Spectral Density | 10 & Model | Freq Spectral density of prediction errors.
Cross Correlation | 10 & Model | Imp Correlation inputs <> prediction errors.

8Note that the stochastic identification algorithm is only included in the command line interface 1SID
Part 1 and not in the graphical toolbox 1SID Part 2, because (for now) the GUI only alows identification of
input-output data.
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Display

These agorithms are intended to display properties of the identified model which can
then be interpreted by the engineer. The display algorithms are;

| Name | Input [ Output | Functionality |
Frequency Response | Model | Freq Displays frequency responses.
Impulse Response Model | Imp Displays impul se responses.

Spectral Density Model | Freq Displays spectral densities.
Covariance Model | Imp Displays covariances.
Poles& Zeros Model | - Displays poles & zeros.

6.2.5 Concluding remarks

GUI driven toolboxes belong to a third generation of user-friendly software packages.
Userscantacklemoreseriousproblemsthan previously possiblebecause of thefact they
don’t need to bother about programming subtleties. In addition, bookkeeping of tasks
to do, of interconnections of models and data sets becomes straightforward. Finally,
thereislots of user guidance and as a matter of fact, most of the time default settings
are provided (and they represent the most commonly performed actions anyway).

We have been developing a GUI, called 1SID, which provides all of these function-
alities for a system identification environment, including the subspace identification
algorithms described in thisbook. Obtaining mathematical models from experimental
data fromindustrial processes now comes within reach of every control system design
engineer.

6.3 AN APPLICATIONOFISID

To illustrate the possibilities of the subspace identification algorithms developed in
this book and of the software implementation | SID, we describe one industrial case
study in detail. Wewill build a state space model, from input-output records of a glass
tube manufacturing process’. At the same time, we will show in some more detail the
different GUI functionalitiesthat we have been describing in the previous Section 6.2.

9The datawe use here are real industrial measurements on areal industrial commercial production plant.
However, for reasons of confidentiality, we are not allowed to reveal in detail exact physical production
parameters.
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Other identification methods are applied to the glass tube manufacturing process in
[Bac 87] [DBC 81] [Fal 94] [Hak 94].

In Subsection 6.3.1, we give a short description of the process. In Subsection 6.3.2,
we build the Chain that allows the identification of the process and we discuss some
intermediate options and results. Althoughitisnot aformal part of this book, we show
the results of acontrol design based on the derived model in Subsection 6.3.3.

6.3.1 Problem description

Figure 6.7 shows a schematic description of the glass tube production process. Quartz
sand is fed to the machine at the top. The sand is melted to glass inside the furnace.
The glass tubes are drawn at the bottom of the machine.

Inputs. The inputs are drawing speed and mandrel pressure. The drawing speed is
the speed at which the tubes are pulled out at the bottom of the machine. The
mandrel pressureis the pressure applied to the mandrel at the top of the machine.
Through the mandrel, this pressureis then applied to the inside of the tubeswhen
they are pulled out of the machine.

Outputs: The outputs to be controlled are the geometrical parameters of the tube
which are its mean diameter and thickness.

Two input-output data sequences were measured. The diameter is measured in two
orthogonal directions and averaged. Thewall thicknessis measured in four directions
in a plane, and once again, these measurements are averaged. The input and output
signals are scaled so that the original signals can not be retrieved (confidentiality of
industrial information), after which they are oversampled with a factor 10. These
processing steps can also befoundin [Bac 87] [Fal 94] [VO 94]. Thefirst input-output
seguence (1355 points, see Figure 6.8) is used for theidentification of the process. The
second sequence (893 points) is used for the validation of the results. For both input
signals a pseudo random binary noise sequence was used as input.

6.3.2 Chain description and results

One of the main features of 1SID described in Section 6.2, is the graphical represen-
tation of the chain of algorithms to be executed to find a mathematical model of the
process under study. Figure 6.9 shows the chain that was used to identify the glass
tube manufacturing process.
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Figure 6.7 The glass tube manufacturing process. Inputs are drawing speed and mandrel
pressure. Outputs are tube diameter and thickness. The input signals were pseudo-binary
noise sequences. These inputs are sufficiently “wild” to excite all the dynamic modes of
the system (which is necessary since we want to control these modes afterwards). The
tubes that are produced from these inputs are worthless since they are too irregular due to
the wild inputs. This situation is typical for industrial system identification: There is a
basic trade-off between the production loss that goes together with experimenting and the
production quality enhancement asaresult of the identification/model-based control design.
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Figure 6.8 Data set used for the identification of the glass tube production process. The
inputs (top two signals) are drawing speed and mandrel pressure. They are excited using
pseudo-binary noise sequences. The outputs (bottom two signals) are tube diameter and
thickness.

Processing: Both input-output data records are first detrended to remove the mean
and thelinear trendsin the data. Since the measurements of the outputs can only
be done when the tubes are sufficiently cooled down, there are significant time
delays. The two delay estimation blocks estimate these delays and compensate
for them by shifting the input and output signals in the appropriate direction.
Figure 6.10 shows the algorithm window behind the delay estimation algorithm
block.

Identification: Three different identification algorithms are applied to the data. By
comparing the resulting model's, we can enhance our confidence in them.

m A first model is obtained by realizing the impulse response obtained from
the empirical transfer function.
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Figure 6.9 1SID chain representing the identification of the industrial glass-tube man-
ufacturing process. Each block represents an algorithm. The blocks to the Ieft are the
input-output data and preprocessing blocks, followed by the identification blocks. To the
right, we also see some validation blocks. Behind each block there is an agorithm window
that visualizes the algorithm specific data and allows for adjustment of the parameters.

m A second moddl is obtained from subspace identification. The algorithm
window corresponding to this identification block is shown in Figure 6.11.

m A last model is obtained by aleast squares identification.

Validation: The models are validated by comparing the measured and simulated
outputs (validation and identification data). For thisexample, the subspace model
hasthe smallest error andisthusused for control design. Through computation of
the covariance of the prediction errors, the whiteness of the errors can be checked.

Display: Thetransfer functionsof the obtained models are displayed on the same plot
to compare the modelsin the frequency domain. Other model properties can aso
be easily displayed.
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Figure6.10 ThelSID agorithm window for the delay estimation algorithm. The delays
are indicated by the vertical lines. They can be changed by clicking on the vertical lines
and dragging them to the desired value i.e. the intersection of the impulse response and the
confidence bounds (horizontal lines). This contrasts with the Command-line User Interface
where the user had to read the intersecting point from the scales.

6.3.3 PIID control of the process

Even though this is not a part of the ISID software, we describe the result of a
controller design to illustrate the use of the subspace algorithm based model. The
control design technique, based on multi-objective optimization of the free parameters
of the controller is described in [VDM 93]. Figure 6.12 illustrates the noise reduction
and thus the quality enhancement that can be obtained with this controller'°

10ynfortunately, at the printing of the book, the industrial closed-loop experiments were still to be
performed. Figure 6.12 thus shows the simulated product enhancement using the measured open-loop
disturbances.
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Figure 6.11 The agorithm window behind the subspace identification algorithm. The
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plot displays the principal angles (algorithm of Figure 4.8 with V| = (I)[Yf/UJ},Yf/UfL])'

which alow the user to make a decision on the order of the system. The order (9 in this
case) can be selected by clicking and dragging with the left mouse over the desired orders.
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Figure6.12 Illustration of the quality improvement. Thetop two figures show ahistogram
of the measured diameter and thickness without the optimal controller installed. The
reference setpoint for production is at zero (the vertical line). Clearly, both diameter and
thickness are too large (on average). Especially the diameter does not satisfy the production
specifications. The bottom two figures show the histograms of the controlled system.
The variance on the diameter is a factor two smaller. The mean diameter is also exactly
at its reference. The variance of the thickness is not reduced (not that important in the
specifications). However the mean valueisright at the specification now. Thisfigure clearly
illustrates the benefits of subspace identification and of model-based control system design.
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6.4 PRACTICAL EXAMPLESIN MATLAB

In this Section, we summarizeidentification results for ten different practical data sets.
They indicate that the robust algorithm of Figure 4.8 fastly computes accurate models.
Refinement of these models through a prediction error approach is possible, but at a
higher computational expense.

Theresultswere obtained using the Matl ab i mplementations of the subspace algorithms
described in this book. For a full overview of all the implemented algorithms, see
Appendix B. To ensure maximal reproducibility, we included most of the data files on
the diskette accompanying the book. This diskette also contains M-files which allow
for the recomputation of the examples.

Note that some of these (and also other) applications are described in [Abd 94]
[AML 94] [Cho 93] [CK 93] [Chu 94] [DMVO 94] [FVOMHL 94] [Gyu 93] [LS91]
[LSS92] [VVDVOV 94] [VODM 93c] [ VODMAKB 94] [ZVODML 94].

First we shortly describe the ten different practical processes. Some relevant numbers
aredisplayed in Table 6.2.

1. Glass Tubes. This is the same process as in Section 6.2, however a different
input-output data set is used. The input for this experiment is a filtered pseudo
random binary noise sequence. The relevant Matlab files are appl 1. mand
appl 1. mat .

2. Dryer. Laboratory setup acting like a hair dryer. Air is fanned through a tube
and heated at the inlet. The air temperature is measured by a thermocouple at
the output. The input is the voltage over the heating device (a mesh of resistor
wires). The datawas adopted from [Lju 87] [Lju 91c]. Therelevant Matlab files
areappl 2. mandappl 2. mat .

3. GlassOven. Theglassovenhas3inputs(2burnersand 1 ventilator) and 6 outputs
(temperaturemeasured in aplane). The data has been pre-processed : detrending,
peak shaving, delay estimation and normalization. For more information about
the data itself and the pre-processing steps we refer to [Bac 87]. The relevant
Matlab filesareappl 3. mand appl 3. mat .

4. Flutter. Wing flutter data. Due to industrial secrecy agreements we are not
allowed to reveal more details!!. Important to know is that the input is highly
colored. Therelevant Matlab filesareappl 4. mand appl 4. mat .

11 This constraint may be un-allowable for the pure scientist, whose scientific beliefs may be shocked by
such a non-disclosure agreement and who may argue that the essential requirements of scientific research
-namely full experimental detail to guarantee complete reproducibility by independent third parties- are
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5. Robot. Datafrom a flexible robot arm'2. The arm is installed on an electrical
motor. We have modeled the transfer function from the measured reaction torque
of the structure on the ground to the accel eration of the flexible arm. The applied
input is a periodic sine sweep. The relevant Matlab files are appl 5. mand
appl 5. mat .

6. Evaporator. A four-stage evaporator to reduce the water content of a product,
for example milk. The 3 inputs are feed flow, vapor flow to the first evaporator
stage and cooling water flow. The three outputs are the dry matter content, the
flow and the temperature of the outcoming product. The process is described
in more detail in [ZVODML 94]. The relevant Matlab files are appl 6. mand
appl 6. mat .

7. Chemical. A chemica process with 6 inputs and 7 outputs. Due to reasons
of industrial secrecy, no more details can be revealed!!. We have however
included this process because it contains measurements of a quite complicated
multivariable process. Unfortunately we were not allowed to include this data set
on the diskette.

8. CD Player. Data from the mechanical construction of a CD player arm. The
inputs are the forces of the mechanical actuators while the outputs are related to
thetracking accuracy of the arm. The datawas measured in closed loop, and then
through atwo-step procedure (asdescribedin [VDHS 93]) converted to open loop
equivalent data'®. The inputs are highly colored. The relevant Matlab files are
appl 8. mandappl 8. mat .

9. Ball & Beam. The ball and beam system consists of a horizontal beam with
a ball placed on top of it'*. The angle of the beam (with the horizontal axis)
can be controlled, making the ball roll back and forth on the beam. The system
is considered to be linear around its horizontal working point. The input of the
process is the angle (in radians) of the beam. The output of the process is the
velocity of the ball. In fact we are interested in the position of the ball, but that
means we have to identify an integrator (one integrator from beam position to
ball position). We have thus differentiated the position signal to obtain the ball
velocity. Therelevant Matlab filesareappl 9. mand appl 9. mat .

not respected. This scientist is however free to disregard this data-set and concentrate on the eight other
publically available sets.

12\We are grateful to Hendrik Van Brussel and Jan Swevers of the laboratory of Production Engineering,
Machine Design and Automation of the Katholieke Universiteit Leuven, who provided us with these data,
which were obtained in the framework of the Belgian Programme on Interuniversity Attraction Poles
(TUAP-nr.50) initiated by the Belgian State - Prime Minister's Office - Science Policy Programming.

13\We are grateful to R. de Callafon of the Mechanical Engineering Systems and Control group of Delft
and to the Philips Research Laboratories, who provided us with these data.

14\We are greatful to Bart Motmans of the Department of Electrical Engineering of the Katholieke
Universiteit Leuven, who provided us with these data.
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10.

[ Lm [ 2] sia [ soa [n] i ]
GlassTubes || 2 | 2] 900 426820
Dryer 1 [1] 500 | 5004 |15
GlassOven | 3 | 6| 900 | 347|510
Flutter 111024 —|6]|20
Robot 1 [1] 800 | 2245 |20
Evaporator || 3 | 3 | 3300 | 3005 | 5 | 15
Chemica 6 | 71000 | 5014 |10
CD Player | 2 | 2| 1024 | 1024 | 7 | 20
Ball& Beam | 1 | 1]1000] — | 2|20
Wall Temp. || 2 | 1| 1200 | 480 | 3 | 20

Table 6.2 Overview of the ten practical examples. The first and second column contain
the number of inputs (m) and outputs (). The third and fourth column display the number
of data points s used for identification s;; and validation s,,,;. Note that for the Flutter and

Ball & Beam example no validation data was used. The reason for thisisthat the data sets
did not contain enough information to be split in two (identification on a shorter data set
gave unacceptable results). The fifth column indicates the system order n (the order of the
state space model). Finaly, the sixth column indicates the user defined index 7, being the
number of block rows used in the input-output block Hankel matrices in algorithm A1, A2
and A3 (see further).

Wall Temp. Heat flow density through a two layer wall (brick and insulation
layer). The inputs are the internal and external temperature of the wall. The
output is the heat flow density through the wall. The data was adopted from
[Sys 1994]. Therelevant Matlab filesareappl 10. mand appl 10. mat .

On each data set we have applied 7 different identification algorithms::

Al:
A2:
A3

P1:

o1

The subspace algorithmcom al t . mof Figure 4.6.
The subspace algorithmcom st at . mof Figure4.7.
The robust subspace algorithm subi d. mof Figure 4.8.

The prediction error algorithm pem m of the Matlab identification toolbox
[Lju 91c]. Asaninitial guesswetook theresult of thecommandcanst art . m
in the same toolbox, which implements an instrumental variable method. See
[Lju 91c] for more information.

The output error algorithm oe. m of the Matlab identification toolbox
[Lju91c]. Asaninitial guess we took the (output error) result of the command
canst art . min the same toolbox.
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P2: Thepredictionerror algorithm describedin [McK 94a], which usesafull parame-
trization of the state space model combined with regularization. Theimplementa-
tionin Matlab of the a gorithm was obtained from McKelvey [McK 94c]. Wedid
not include thisimplementation on the diskette, however it can be easily obtained
through World Wide Web from control.isy.liu.se (directory /pub/Software/SSID).
Asaninitial starting value we took the result of the robust subspace identification
algorithm A3.

02: Theoutput error algorithm describedin[McK 94a], which usesafull parametriza-
tion of the state space model combined with regularization. The implementation
in Matlab of the algorithm was obtained from McKelvey [McK 94c]. Similarly,
this software can be obtained from the same World Wide Web site. Asan initial
starting value we took the input-output part of the robust identification algorithm
A3.

Table 6.3 shows the simulation errors (in percentage) for identification and validation
dataand for all cases and examples. Thesimulation errorsare computed as (with (y3 ).
channel “c” of the simulated output) :

1 0 (we)e — (48))?
e=100. ;. > [ S ()2 % . (6.5)

c=1

A Matlab function to compute these simulation errors has been implemented in
si mul . m Seealso Appendix B..

Table 6.4 shows the prediction errors (in percentage) for identification and validation
data and for all cases and all examples. These prediction errors were computed asin
(6.5) but with (y; ). replaced by (y%). the one step ahead predicted output.

A Matlab function to compute these prediction errors has been implemented in
predi ¢c. m Seealso Appendix B..

An entry “oo” in the tables indicates that the identified system was unstable. An
entry “b” indicates that the optimization procedure did not start up due to a bug in
canstart () '5. Anentry “~” indicates that the input-output part of the initial

15|n the version of Matlab we used (Version 4.2), thebugincanst art () shows up when the number
of statesissmaller than the number of outputs (thisisthe case for the Glass Oven and the Chemical example).
One of the observability indices has to be chosen equal to zero, which crashes canst ar t () . Through
private conversation with Prof. Lennart Ljung, we have learned about this bug, which will be fixed in the
next release.
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model was unstable (for O1). Finaly “—" indicates that there was no validation data
at hand.

Table 6.5 shows the computational complexity of the algorithms. This is the number
of floating point operations as computed by Matlab.

These examplesand Tablesjustify the heuristicsin the derivation of thethird combined
algorithm of Figure4.8. We concludethat thisthird algorithmisafast, robust and accu-
rate algorithm that works well on practical and industrial examples. We aso conclude
that (if wanted) the computed model is an excellent starting value for optimization
based identification algorithms.

6.5 CONCLUSIONS

In this final Chapter, we have shown how the subspace algorithms can be easily
implemented using tools from the numerical linear algebra: the QR and Sngular
Value decomposition.

We have also demonstrated in some detail the efficiency of using subspace identifi-
cation algorithms and the GUI-based software tool I SID on an industrial glass tube
manufacturing process.

We have illustrated the power of the robust subspace identification algorithm on ten
practical data sets. In the mean time, we (and others) have built up additional equally
successful experiences with other industrial production processes [ Abd 94] [AML 94]
[Cho 93] [CK 93] [Chu 94] [DMVO 94] [FVOMHL 94] [Gyu 93] [LS91] [LSS92]
[VVDVOV 94] [VODM 93c] [VODMAKB 94] [ZVODML 94].

Our faithintheapplicability of our new subspaceidentification algorithmsisconfirmed
by the implementation of our robust algorithmin different commercial computer aided
control design packages such as Matlab’s System Identification Toolbox [Lju 91c,
Version 4], and Xmath's | SID [ AKVODMB 93] [ VODMAKB 94].
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CHAPTER 6

[ | A1 A2] A3 PL] O1] P2| 02|

Glass Tubes 571 | 358 | 355 133 ~ | 374 | 495
Dryer 822 | 82| 82| 866| 86| 7.09| 834
Glass Oven 39.8 | 39.9 | 39.7 b b| 395 348
Flutter 00 oo | 25.6 || 106 | 29.6 25| 155
Robot oo oo | 4.62 ) ~ | 823 | 6.58
Evaporator 343 | 337 | 343 | 407 | 593 | 349 | 305
Chemical 468 oo | 64.2 b b| 658 | 60.6
CD Player 00 oo | 184 00 ~ | 17.3 | 205
Bal & Beam || 132 oo | 539 | 726 ~ | 71.8 | 46.9
Wall Temp. 405 | 121 | 118 o0 ~ | 11.8 | 117

I | A1] A2] A3] P1[ O1] P2| O2]
GlassTubes [ 361] 17] 168 91.7| ~]184] 23

Dryer 745 | 739 | 749 || 7.21 | 7.33 74 | 747
Glass Oven 327 | 341 | 328 b b| 349 | 314
Flutter —| —| — — = —| —
Robot 00 oo | 244 o | 368 | 471 | 341
Evaporator 324 | 312 | 319 || 399 | 558 | 333 | 345
Chemical 365 oo | 60.2 b b | 60.7 63
CD Player 00 oo | 20.7 00 ~ | 20.7 | 20.5
Ball & Beam - - — — = = —
Wall Temp. 25| 749 | 7.36 00 ~ | 741 | 742

Table 6.3 Simulation errors (in percentage (6.5)) for the identification data (top) and
validation data (bottom). “oo” indicates that the input-output part of the identified model
was unstable, “~",“—" or “b” indicate that these entries could not be computed (see text).
In each row, the entry of the most accurate model and the most accurate subspace model
are highlighted. Clearly, of the subspace algorithms, the robust algorithm (A3) of Figure
4.8 is the most accurate for amost al examples. Moreover, the first and second subspace
algorithm often compute really bad results, especially when theinput datais colored : Glass
Tubes, Flutter, Robot, CD Player, Ball & Beam. This result justifies the heuristics involved
when deriving the third combined algorithm. From the last four columns, it follows that 02
(and P2) compute the most accurate models for the identification data. For the validation
data however, A3 seems to perform better. The instrumental variable method used to start
up P1 and O1 does not perform very well. We conclude from these tables that the robust
combined identification algorithm (A3) computes accurate models, and that these models
(if needed) provide excellent initial starting values for optimization a gorithms.
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0 | A1] A2] A3 P1] O1] P2] O2

Glass Tubes 112 | 9.87 | 9.89 237 ~ 749 | 495
Dryer 331331331 327 | 86| 326 | 834
Glass Oven 10.3 | 10.3 | 10.3 b b 10 | 348
Flutter ++ « | 149 || 0.104 | 29.6 123 | 155
Robot 287 | 883 | 1.22 56.8 ~ | 0594 | 658
Evaporator 20.1 | 19.9 20 211 | 593 19 | 305
Chemical 102 75 | 51.8 b b 442 | 60.6
CD Player - ~ | 122 82| ~] 595| 205
Ball & Beam || 65.3 44 | 36.5 36.7 ~ 36.2 | 469
Wall Temp. 37 12 | 11.8 216 ~ | 117 | 117
0 | A1] A2] A3 PL] O1] P2]| 0O2]
Glass Tubes 828 | 7.21 723 || 176 ~ 5.61 23
Dryer 315|315 | 315 3.07 | 733 | 3.07 | 7.47
Glass Oven 766 | 766 | 7.67 b b| 743 | 314
Flutter — — — — | — — | —
Robot 154 | 362 | 0.741 || 269 | 368 | 0.335 | 341
Evaporator 155 | 157 158 || 164 | 558 | 151 | 345
Chemical 90.8 | 70.2 50.1 b b 52.6 63
CD Player -+ -+ 12.4 || 833 ~ 5.93 | 205
Ball & Beam — — — — | — — | —
Wall Temp. 226 | 744 7.34 136 ~ 738 | 742

Table 6.4 Prediction errors (in percentage (6.5)) for the identification data (top) and
validation data (bottom). “++" indicates that the one step ahead prediction computed large
errors (> 10.000), “~", “—" or “b” indicate that these entries could not be computed (see
text). In each row, the entry of the most accurate model and the most accurate subspace
model are highlighted. Just asfor the simulation errors, among the subspace algorithms, the
robust algorithm (A3) of Figure 4.8 isthe most accurate for ailmost al examples. Again this
justifies the heuristics involved when deriving the third combined algorithm. From the last
four columns, it follows that P2 computes the most accurate models (for ailmost all cases).
Again, we conclude from these tables that the robust combined identification algorithm
(A3) computes accurate models, and that these models (if needed) provide excellent initial
starting values for optimization algorithms.
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[ [MA ] AT] A2] A3 PL[OL] P2[ O2] D1] D2] D3]

Glass Tubes 48 || 1.11 1 12| 59| ~| 21| 12 * * *
Dryer 4 || 1.09 1113 21| 13| 32 3| 29| .20 | .33
Glass Oven 63 || 1.06 1| 115 b b| 35| 21| 32| 26| 41
Flutter 14 || 1.06 1109 | 46 3|65| 13 * * *
Robot 10 || 1.06 1 11 33| ~| 88| 78 * * *
Evaporator 200 || 1.03 1| 106 41 25| 58| 38 * * *
Chemical 140 || 112 1] 133 b b| 26| 16| 40| .28 | .61
CD Player 54 || 1.09 1| 116 || 46| 46| 15| 76 * * *
Ball & Beam 6| 218 | 207 | 222 1| ~| 29| 33| 33| .23| .38
Wall Temp. 30 14| 126 | 146 1| ~| 29| 26| 28| .14 | .34

Table 6.5 Computational complexity of the algorithms i.e. the number of floating point
operations (flops) computed by Matlab. All entries are relative to the basis number of mega
flops in the first column. The second combined subspace algorithm is the fastest, while
the third algorithm is the slowest of the three subspace algorithms (but the most accurate)
especialy when there is more than one input and/or output (Glass Tubes, Glass Oven,
Chemical). The optimization based algorithms are a lot slower for multivariable systems
(up to afactor 35 for the Chemical example). Especialy the optimizations based on afully
parametrized model (O2 and P2) are slow. Thelast three columns (D1, D2 and D3) indicate
the number of flopswhen computing the R factor of the RQ decomposition making use of the
Hankel structure (using displacement rank). Asindicated in Subsection 6.1.1, this method
is not numerically stable for al cases (cfr. the “x” entries). When it is stable however,
another factor 3 to 5 can be gained from using these displacement algorithms (this provides
a nice motivating example for accurate numerical implementation of displacement rank
algorithms). A technical note is the fact that the number of floating point operations is not
always directly related to the run time. The implementation of the optimization agorithms
demands many f or - end loops, which tend to be slow in Matlab. Thereal execution time
is thus even higher for the optimization based algorithms as would be deduced from this
table.
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CONCLUSIONS AND OPEN
PROBLEMS

7.1 CONCLUSIONS

In this book we have treated the theory, implementation and application of subspace
identification algorithmsfor linear time-invariant systems.

m  The theory of subspace identification algorithms has been presented in detail.
Deterministic, stochastic and combined deterministi c-stochastic subspace identi-
fication algorithms have each been treated separately in Chapter 2, 3 and 4. For
each case, the geometric properties have been stated in amain Theorem 2, 8 and
12, which has led to new algorithms. The connectionsto the existing algorithms
have been indicated, as the interconnections between the different cases (Section
4.5).

The subspace identification theory has been linked to the theory of frequency
weighted model reductionin Chapter 5, which hasled to new interpretations and
insights. The theoretical development has evolved into a practically usable and
robust subspace system identification algorithm (Figure 4.8).

= Implementation of the subspace identification algorithms has been discussed in
terms of the numerically stable and efficient RQ and singular value decomposi-
tionsin Section 6.1. The agorithms have then been implemented together with
awhole scale of classical identification algorithms and processing and validation
tools in a commercially available graphical user interface toolbox: 1SID. The
motivation for the graphical user interface has been given in Section 6.2.

This book also contains a set of Matlab functions which implement the subspace
algorithms in this book. These Matlab functions are easy to use and enhance the
understanding as well as the applicability of the algorithms.

197
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= One application of the algorithms to an industrial glass tube manufacturing
process has been presented in Section 6.3. This application has been used to
illustrate the power and user-friendliness of the subspaceidentification algorithms
and of their implementation in 1SID. The identified model has alowed for an
optimal control of the process, which has led to a significant enhancement of the
production quality.

The applicability of subspace identification algorithms to practical (industrial)
data has been further illustrated with a short description of ten practical applica
tionsin Section 6.4. These examples can be easily reproduced by simple running
theincluded M-files.

7.2 OPEN PROBLEMS

Subspace identification is a young but promising field of research and there are still
many open problems to be solved. In this Section we summarize the open problems
that have been encountered when writing this book. The solution of these problems
would contribute significantly to the maturing of the field of subspace identification.

m A first and obvious problem is that of the statistical analysis. Throughout the
book, the asymptotic (un)biasedness of the agorithms has been indicated. This
however doesn’t indicate in any way how the algorithms perform when only a
finitenumber of samplesisavailable, nor doesit say anything about the asymptatic
statistical distribution of the results. First attempts for a statistical analysis have
been made in [OV 94] [VOWL 91] [VOWL 93] (and related work for subspace
tracking in [Ott 89] [OV SN 93] [OVK 92] [VO 91] [Vib 89]). In[VTS 95] afirst
order analysis of stochastic realization algorithmsis made. Thistechnique could
be extended to the algorithms described in this book.

m  Closely related to the previous point is the choice of the weights 1/, and 1.
In each of the main Theorems 2, 8 and 12, two weighting matrices W; and W5
have been introduced. In Chapter 5, the effect of these weighting matrices on the
state space basis in which the results are obtained has been presented. However,
itisnot at al clear which weightings are statistically optimal (in a sense that the
covariance matrix of the results is minimal). In [Lar 94] it is claimed that the
CVA agorithm is optimal (see also Subsection 4.3.3), it is however not proved.
In [DPS 94] the relative efficiency of stochastic subspace identification methods
is shown by example. Expressionsfor the finite sample statistics (previous point)
would however indicate and prove which weights are statistically optimal.
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m  Theorder decisionisfairly heuristic. Indeed, when the number of measurements
is infinite, a number of singular values will be exactly equal to zero. However
for a finite number of samples, one has to look for a gap in the singular value
spectrum. Asan alternative (and more theoretically grounded) method, statistical
significance tests could be developed. A first step in that direction has been
described in an Appendix of [CXK 944].

m  For the further analysis of the subspace identification algorithms, it would help
to investigate the connection with the classical identification techniques (see
for instance [Lju 87]). In [JW 94] a connection is made to the classical ARX
modeling, while in [OV 94] [VOWL 91] [VOWL 93] an instrumental variable
interpretation of theal gorithmsof Chapter 4ispresented. Another issueaddressed
in these papers is the option of splitting the past and the future in unequal parts.
Throughout this book we have assumed that both have an equal number of block
rowsi. The effect of having « block rowsin the futureand 5 # « block rowsin
the past should still be investigated.

m  Frequency domain extensions of the subspace identification ideas could lead to
fast, efficient and always convergent frequency domain identification techniques.
Algorithms based on the deterministic projection algorithm of Section 2.3.2 have
been describedin [LIM 94] [McK 94b]. Further extension (to more general noise
cases) and investigation of these algorithms could lead to interesting algorithms
and interpretations.

m  Subspaceidentification algorithmsas described in thisbook are completely black-
box, in asense that no a-priori knowledge can be included. However, in practice,
many facets of the process are often known (integrator, stability, DC gain, rise
times, ...). Thepossibility to include these constraintsin the subspaceidentifica-
tion algorithms would greatly enhance their practical value. As described in this
book, the stability constraint can be included [Mac 94], but how to include the
other constraintsis still an open problem.

= One of the main assumption of the main Theorems is that the process and mea-
surement noise areindependent of theinput ;. Thisassumptionisviolated when
the system is working in closed loop. Subspace identification techniques could
be extended to also work under these conditions. For the MOESP framework,
this has been treated in [Ver 93]. Other approaches worth investigating are the
two step method [V DHS 93] and the framework presented by Schrama[Sch 91].
Preliminary results on this last approach can be found in [Wan 94]. It has been
shown in for instance [Gev 93] that closed loop identification is very useful (if
not necessary) when doing identification for control.

m  Thestochastic identification problem has anice symmetry init: The forward and
backward innovationmodel. Thissymmetry islost inthe combined deterministic-
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stochastic identification problem. A topic of further research could be the quest
for symmetric models (as in the stochastic case) for the combined problem.

m  Theerror bounds for the frequency weighted model reduction provided by Enns
[Enn 84] unfortunately contain an unknown factor «.. Finding an upper bound for
this factor is still an open problem. Anocther related issue is that of finding error
bounds for the lower order identified models (see Chapter 5), since in this case
the lower order model is not obtained by a mere truncation of the balanced high
order model. A last open problem is the exact interpretation of the state space
basis of the M OESP and CVA algorithm, for non-white noise inputs (see Section
5.4).
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A.1 PROOF OF FORMULA (2.16)

First we provethat:
rank W, = rank W, /U .

Using (2.5), W), can be rewritten as:

(Lu O U,
(i n ) (5)

which implies that W, /U~ can be written as:

Imi 0O U,/U+
1 _ mi 4 f
wior = (i, ) (i

PROOFS

(A1)

).

Due to thefirst two conditions of Theorem 2, the following holds:

U U,/UL
rank( ”>:rank<p f).
X XUy

ThisprovesFormula(A.1). Now, denotethe singular value decomposition of W,/ U]%

= T
w0 (5 3) ()

201

=08,V . (A.2)
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Since W,/ UfL isalinear combination of the columns of 1, and since the rank of 17/,

and W, /U~ are equal, we find that the column spaces of T, and W, /U are equal.
Thisimpliesthat 17, can be written as:

W, =UR. (A3

Finally, with the singular value decomposition (A.2) and using (A.3), we find:

Wy /UFLIW,/USTW, = [U:SiVTLViS; UL [ULR]
= U.S VWS .Ul .R
———— N~
=TI =TI
= UR
= W,,
which proves (2.16). m|

A.2 PROOF OF THEOREM 6

We first prove that Theorem 6 istruefor £ = 1. Then we provethat if the Theorem 6
istruefor k = p, itisasotruefor k£ = p + 1. Thisthen completesthe proof.

From (3.20), we find:

.f?l = A .f?() +K0(y0 -C .f?() )
~—~ ~—~
=0 =0

= Koyo -
From (3.21), wefind:
Ky = (G-A P CTY(Ao—C Py CT)7L

~—~ ~—~
=0 =0

= G.A;!

= ASLTE.
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Which implies that:
i‘l = AiL;lyg y
whichisexactly (3.23) for £ = 1. Asasideresult, we find from (3.22) that for k = 1:

P = AP AT+ (G-A P, CT).(Ag—C P, CT)7'.(G-A P, CT)T
~—~ ~~ ~~ ~—~
=0 =0 =0 =0
= GA;'.GT
= ALL7L(ADT, (A.4)

whichis (3.24) for k = 1.

k=p = k=p+1

We first provethat if (3.24) istruefor k£ = p, it will dso betruefor k = p + 1. Inthe
following derivation, we use the matrix inversion lemmaof [Kai 80].

Ppr1 = ApiiLy i (A5)"
-1

— o L, (ApTeCr (Aj)T AT
= (44 G)'<CA;, Ao ' G"
_ . Ly + Ly (Ag)TCTAT CAS L,y !
= ( AAg G).( _aTloacr!

—L;I(A;)TCTA71 (A;)TAT

AT ' e
With A = Ag — CASLy (AT CT = Ao — CP,CT
=P,

= AANLN(AD)T AT+ (G- ANLH(AY)T CTATHG — AN L (AT 01T

S——— S—— S——

=Pp =Pp =Pp

= AP, AT + (G — AP,CT).(Ag — CP,C")"' (G — AP,CT)T .

The last equation clearly indicates that the matrix P, calculated from (3.22) and
from (3.24) are the same. Which thus proves (3.24). Now, we are ready to prove
(3.23). We assumethat (3.23) is satisfied for k = p:
Yo
Zp=A5.L "

Yp—1
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We should prove that:
Yo

Fpp1 = A0 Ll
Yp
isindeed true (using the recursive formulas (3.20)-(3.22)).

~ c -1
Tpp1 = ApprLyyy.

L, @ayrer [
— c P D .
= ( Aag G).(CAC Ao > :

= (43, @)

Yp
Yo
. p)TCTA_l )

L'+ LN (A)TCTATICASL Y —Ly (A
' —AT'CAyL,! ATt '

Yp
= [A-(G-AAJL (AT chAaT o)A L,
N———

=P, ypfl

+(G = AASLH(AY)T ATy,
T
= Ai, + (G- AP,CT) (Ao — CP,CT)™" . (y, — Cip)
N ~- _
= Aip+ Kp.(yp — Ckp) -

The last equation clearly indicates that the state &, calculated from (3.20) and from
(3.23) are the same. Which thus proves (3.23).
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A.3 NOTE ON THE SPECIAL FORM OF THE KALMAN
FILTER

In this Appendix, we give two different forms of the recursive Kalman filter. The first
one is the classical form of for instance [AW 84]. This formis transformed into the
form of (3.20)-(3.22), which is more useful for this book.

Consider the system (3.1)-(3.3), where we assume that A, C, ), S and R are known.
Given zg, Py and yo, - - ., yx—1, the non-steady state Kalman filter state estimate &, is
then given by the following set of recursive formulas[AW 84]:

Ty = AZp—1 + Kp—1(yp—1 — CZp_1) , (A.5)
with:
Kip 1 = (AP, ,CT +8)(CP, ,.CT+R) ", (A.6)
B, = AP AT +Q

—(AP, 1CT 4+ S)(CPy1CT + R) (AP, CT + S)T . (A7)

and P, the error covariance matrix:

P, = B[(z] — &p).(z5 — ix)7] .

For our purpose, a different form of these recursive Kalman filter equations is more
useful. With A, C, @, S, R given, the matrices 2%, G and Ao can be computed through
the formulasin Figure 3.3. Now define the transformation:

]Sk «— Es—Pk.

We then get (from (A.6)):

K1 = ((A%°CT +8)—AP,_.CT)((C2*CT + R) —-CP,_,CT)™!
—_— —_—
=G =Ap

= (G — APk_lCT)(AO — CPk_lcT)_l .
For the Riccati equation (from (A.7)) we have:

P, = AL'AT — AP, AT + (2 — Ax°AT)
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—(Ax*CcT + 8)—AP,_,.cT)((c2*CT + R)—CP,_,CT) !
———— —————
=G =Ap
((Az*CT + 8) —AP, "),
D —
=G

P. = AP, AT +(G— AP, 1C") (Ao —CP,CT)" (G — AP,_,.CT)T .

This means that the Kalman filter (3.20)-(3.22) calculates the same state estimate
asthe“classical” Kalman filter (A.5)-(A.7) with P, = X% — P

A.4 PROOF OF THEOREM 8

From (3.17) and (3.18) wefind for (3.33) and j — oo:
0i = Y;/Y,
= C.L7'Y,.

Now from classical stochastic realization theory (analogousto deterministicrealization
[Kun 78] [ZM 74] of the covariance sequence), we find:

AZ Az_l P A2 Al
A A Ay A
Ci - Ai+2 Ai+1 e A4 A3

Aoici MNoin o0 AN Ay
CA-1'G CA2G ... CAG cG
CA'G CA1'G ... CA*’G CAG

= | catic  caic ... oG CxG
CA*—2G (CA*»-3G@ ... CA'G CA~'@
C
CA

= | CA | (4G 4G ... AG G )
cAit

= T.AC.
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Thisimpliesthat:
0; =T;.A{.L7LY, .
Using (3.25) thisleads to:
0, =T;..X;,

which proves (3.35). Since I, is of full rank, and since the rank of Y,,.WW> is equal
to the rank of Y}, we find that the rank of W;O;W> is equal to the rank of O;, which
inturnis equa to n (the system order). Thisis due to the fact that O; is equal to the
product of a matrix with n columns and a matrix with n rows. The singular value
decomposition of the weighted projection O; (3.34) can now be split in two parts:

Wil = ST, (A.8)
Xiw, = TS8PV (A.9)

Equation (A.8) proves (3.36), while equation (A.9) proves (3.38). It is also clear that
from O; = I';. X it follows that:

X; =T!.0;,
which proves (3.39). Equation (3.37) can be easily proven from the fact that:
q)[Yf,Yp] = Cl == FZA;. .

Finally, equation (3.40) follows directly from (3.31) combined with (3.19).

A.5 PROOF OF THEOREM 9

We first prove that Theorem 9 istruefor £ = 1. Then we prove that if the Theorem 9
istruefor k = p,itisasotruefor k£ = p + 1. This completes the proof.

With (4.9) and (4.12) we find that:

0 = (G—-APRC).(Ao —CP,CT) !
= K.
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From (4.8), we thusfind:
1 = AZg+ Bug+ KO(Z/O —Co — DU,())

Zo
(A—KOC|B—KOD|K0 ).(Ug)
Yo

Zo
= (A—91F1|A(11—01Hii|91).<1t0>,
Yo
whichisexactly (4.11) for £ = 1. Asaside result, we find from (4.10) that for k = 1:
APy AT + (G — AP, CT).(Ag — CR,CT)1 (G — AP,CT)T
= APRAT + (A — AR TT.(L, - T, RTY).(AS — ARTTHT |
whichis (4.13) for k = 1.

Py

k=p = k=p+1

We first prove that if (4.13) istrue for k = p, it will also betruefor k = p+ 1. In
the following derivation, we use the matrix inversion lemma of [Kai 80]. We also
introduce the following convenient notation:

ap = (AL —APRI)),
ﬂp (Lp - FpPOFg) )
vy = G- AP Py (AT)POT .

We thus find:
Pyy1 = AP R (ATPT 4 ap+1ﬁp_-;}1a;?+1
— AP+IPO(AT)p+1
+(Aps1 = AP P ) (Lpst = T Pl )~ (Ap gy — AP RoT00) T
— AP+IPO(AT)p+1

+( A[A; — APPI]] | G — APP R (AT)PCT )

L, —T,Poly | [(A5)" =T, R(AT)ICT \ ™

"\ C[A; —APR ]| Ao — CAPPy(AT)PCT
[(A;)" = TpPo(AT)P]AT

' GT — CAPPy(AT)PT!
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— AP+IPO(AT)p+1
~1
Bp | af CT al AT
+( Ao [7) < Cay | Ao — CAPPo(AT)PCT +T
= APHPO(AT)pH—f-( Aoy | v )
By taloTA! > ( al AT )
At v

( By + B, al CTA T CayB; !
With A = Ag — C [APPo(AT) + apB, e ]1CT = Ap — CP,C7

—A" Cap Bt
p

N >

e

=P,

= A[A’Py(AT) + apfy )] AT

P
~

~~

=P,
+(y = Aoy ay CT)A™! (y = Aay By ey )T
= AP AT + (G- A[A"P(AT) + apB; a1 CT)

-~

=P,

ATHG — A[APP (AT + apB, a1 0T

~

~~

=Py

= AP, A" + (G - AP,C") (Ao — CP,CT) H(G — AP,CT)T .

The last equation clearly indicates that the matrix P, calculated from (4.10) and
from (4.13) are the same. Which thus proves (4.13). Now, we are ready to prove
(4.11). We assumethat (4.11) is satisfied for k = p:

Uo Yo
Ep = (AP — Q,Tp)d0 + (AL — Q,HY) : +Q, : ,
Up—1 Yp—1
with Q, = a3, ". Wefirst provethat:
Q= ( (A-K,0), K,). (A.10)

From the same formulas as before, we find:

Qpt1 = ap+lﬂ;ﬁ1
(AapBy ' + AcpBy ol CTA Capiy ' — 7A~1Capfy " |
—AayBy tal CTAT! 4 A1)
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= (A% — (v - A2l CT)ATICQ, | (v — AQpalCT)ATL )
= (A — (G = AP,CT)(Ag — CP,CT) 100, | (G — AP,CT)(Ag — CP,CT)~1 )
= (A=K, O | Kp ) .

We can now rewrite the estimate of 2, 1:

uo Yo
Gpr1 = (A" = QuuiTpin)do + (A — Qi Hpn) | 1 | + Q|
Up Yp
= (A" —(A-K,0)Q,T, — K,CA)io
uo
+(AAL — (A - K,C)Q, HY — K,CAY) : + (B — K,D)u,
Up—1
Yo
+(A - K,C)Qp + Kpyp
Yp-1
uo Yo
= (A-K0). | (A" = Ql'p)do + (Ag - QPHZ) + €
Up—1 Yp—1

+(B — KpD)up + Kpyy
= (A-K,C).ip+ (B—KpD)up+ Kp.yp -

Thelast formulaclearly indicates thet &, is the propagation of the state i, through
formula (4.8). This provestheinduction and thus (4.11).

A.6 PROOF OF THEOREM 11

From the first assumption of Theorem 11, we easily find that (see also Subsection
1.4.4):

Ey;UT1=0 , EX)]=0,
Ey;uTl=0 ,  EfX)]=0,



Proofs 211

where the subscript . denotes past or future. In the following we make use of (4.15)
through (4.17) without explicitly mentioning it.

Proof of formula (4.18)

Define
AL wy vy (U7 U7 [T ) 1= (A A | A )
We have:
Al = E;lYiU]
= E; [(AXy + TATU, + HiU; +Y7).U) ]
= TA'SE + TiAYRY + HY(RLP)™

A = E5[Y;Uf]
= E;[(TiA'X) + DA, + HU +Y7).U7 ]
= T[;A'S}" + ARy} + HI R},

As = E;[V;Y)]
= E;[(TiA'X) + TNA{T, + HU; +Y7).((X5) T + U, (H) + (¥;)")]
= DA 4+ 0482 (HHT + T AN SE T + DA RY (HET
+HH(SF)T] + HY (R " (H)T + C;
= DAY + AR (HDT + T, A'SE(HO)T + 1A (82 TF
+HNREHT(HHT + HI(SF) T + TiAT .
Thus, we find:

<A1 As
—~ =~

lixmi liXxmi

A

As )
N~~~
lixli

LA™ AT + TGA] + T A Ry (H)T
+0AT(Ry™ Ryy ) | 4LiA'Sy(HHT + T AY(Sy ) 'TT | (A1)
+HY((Ry)" Ry™) | +H{I(RyH)T(HY)T + HI(S7*)"TT

The second part we need to express in terms of the system matricesis:

B

)

U
def p B | BE,
= E;j Ur ( UpT UJT | YpT ) = < Boy BZ

Yy
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with:
By = E;[Y,.[US Uf]]
= Ej[(iX{+ HIU,+ YU Uf 1]
= DiS™+ H[ R RY ],
By = E;V,Y]]
= E; [(T:X]+ HU, + Y).(X)H'T] + UL (HHT + ¥)T)]

_ drT d\T d TrT d pu d\T

and By, = R**. Note that B is guaranteed to be of full rank ((2m + 1)7) dueto the
persistently exciting input and the non-zero stochastic subsystem. To compute 31,
we use the formulafor the inverse of ablock matrix [Kai 80]:

-1 - - — - - -
( By B2Tl > — ( 8111 +811182T1 1E”218111 | _811182Tl '

Ba1 | B2z —1/}’182181_11 | 1 > , (A12)

With o = Bay — Boy By B, So, in our case, this becomes:

o [ e (8 )T e e temyrnetan (10 ) et |
—~NHI (1 0 ) +TisTH (R |

(4 ) ;1%7“1")—1(5“>Tr?)w—1 ) ’ (A13)
with:
v = 0T 4+ L+ 1S HHT + B2 + HIRY(HY)T
—(DiS™ + HA[ R Ry D(R™) T (57)TTT + { (Rf)T ] (HT)

— Ll _Fz (Szu(Ruu)—l(Szu)T_Ed) F;I‘ .

~

-~

=P,

For convenience, we alter the definition of Z; dightly from (4.18) to:

Up
Zi = Yi/| Uy
Yp
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UP
= AB! Uf
YP
U
def P
= ( LUP LUf LYP ) Uf
YP

Note that this change of definition only consists of switching some block rowsin the
matrices we are projecting on. It does not change any properties. Using (A.11) and
(A.13), we thusfind:

(Lo, Lu, ) = maals™@®™) ' 4maf( 1 o)+m! (0 1)
At ST (HHT 4T AT 8™ (R T (5™ T + T AT RY (HD)T
DAL (ST + HY (Ry)T(HDT + HE(S7)TT] —TiA'S T, —TiAf
—DiARy(HD)T T Al sy (BT - 1Al (sy)r] — H (Ryp) T (HT)T
—EH sy T S (10 ) 4TSt R T
= (ma? H ) +riaisT (R

7Fi(A§ _ Az Sszu(Ruu)—l(Smu)T _ 2:d)r;'l‘)w—l

~~

=Py

x(HY (I 0 )+T:is™(R"™)™h)

i

((riad—eHY HE )4 TiAT - ]St (R T

Once again, using (A.11) and (A.13), wefind for Ly, :
Ly, = [-TVA'S;"(HN)" —TiAIRy(HY)" — HY (Ryf)" (H)T
~TiA'S™(R*)H(S™) ' Tf —iAf (10 ) (5*)'1f
—H7 (0 I)(S™)'T] +TiA'ST] + VA7 + DA Ry (H)T
+0 AT (HHT + AN SEY T + HE R T (HHT + HA(SF*) T ™"
= Ti(Af - AT (R (8™ )y

)
)

~

~~

Py

= IO .

We thus conclude that:

Z; = T [(A'—ly) S*™(R")™! ( g; ) +(A] - QHHU, + QY

~ v
~~

_%,
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+HIU; .

Using (4.14) we get: R
2z, =T,X,+ HU; ,

which proves (4.18).

A.7 PROOF OF THEOREM 12

We prove equations (4.26)-(4.28). The rest of the Theorem follows from these equa-
tions through a similar reasoning as in the proof of Theorem 2 or 8. O; isthe oblique
projection of the row space of Y aong the row space of Uy on the row space of
W,. This oblique projection can also be computed by decomposing the orthogonal
projection of the row space of Y, on the combined row spaces of W, and U (see
Section 1.4). Dropping the part along U results in the oblique projection O;. We

know now that (4.18):
w,
vi/( W )
f/( Uf

= X+ HU; .

Z;

Using the expressions for X; (4.14) and X, (4.22) and the fact that:

d Up _ d d
Xp/< U, _Xp/Upr+Xp/U,Up’
this can be rewritten as:
2z, = Ti( AY-H! Q )W, + HiU;
i d d
+I; (A — erz) |:Xp /Up Uf + Xp /Uf Up:| .

The effect of Uy is clearly visible in this last equation. When we drop the linear
combinations of Uy we get the oblique projection:

. X5/ Uy
0. =T (A -aury | (af-euE! o)) (2o ")
p
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Defining)?i as:
N ' X7/ U,
K= (-l | (Af - Q) ) (L —],
p

and comparing thislast equation with the expression for the Kalman filter states (4.14)
shows that X; is indeed a Kalman filter sequence with initial state and covariance
meatrix as defined in (4.27)-(4.28).

A.8 PROOF OF LEMMA 2

We first prove equation (5.10). Hereto we consider the different sub-blocks of the
weighted controllability Lyapunov equation (5.8):

Py = APLAT + EET + AP} CT'BT + BO, Py AT
+B[C,PCL + D,DIBT | (A.14)

Py = A Py AT +[A,PnCY + B, DIIBT | (A.15)

Py = [AyPnA] + B,B]]. (A.16)

For convenience of notation and since i — oo, we drop all the subscripts i in the
following. All superscripts are also replaced by subscripts (for instance A7 <+ Ajy).
Wefirst prove that with:

A¥ (L aB, 4B, B, ),
we have:
Pp = AT, (A.17)
Py = AWIAY. (A.18)
Proof of (A.17):
T AT
AT = (e B ()

= AJJA,ATAT 4+ B,BT

which provesthat A, AT isthe solution of the same Lyapunov equation (A.16) as Pas
and thus proves (A.17).
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Proof of (A.18):

wI ATcT AT AT
AVTAT = (A, Bu)< Ll )( 0t )
Au[AW]ATIAT + [AL[A,ATICY + B,.D]1BT
= AJAWIADAT + (A, PCE + B, DI|BT |
which provesthat A, W Al isthe solution of the same equation as P»; (A.15) and
thus proves (A.18).

Finally, we prove (5.10):

W, 0 wT ATcT AT AT
u d
(a0 2) (o, p ) (0 %50 )(%50)

(AAS E.)(A’;”AT)

AgW WIAT + AAT

+

ET
= AAWWIAT 4+ AATIAT + EET
FADGWLATICT BT 4 B, [AWT ATIAT
+B[Cu[A.ATICT + D, DT BT
= A[AWWIAT 4+ A,ATIAT + EET
+APL I BT + BCy, P21 AT + B[Cy P22 CT + D, DI BT,
which provesthat AW, W.I AT + A;AT isthe solution of the same equation as Py
(A.14) and thus proves (5.10).

Now we prove equation (5.11). Once again, we consider the different sub-blocks of
the weighted observability Lyapunov equation (5.9):

Qu = ATQuA+ATQuB,C + CTBQ,TQ{QA

+CT[B] Q22By + D] D,|C , (A.19)
Q2 = ATleAg + CT[B;FQmAy + Dgcy] ) (A.20)
Q2 = [AlQnA,+CIC,]. (A.21)

We again drop the subscript ¢ and transform all superscripts to subscripts. With:

Cy
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we have:
Q2 = I)T,, (A.22)
Qi = I'w/r,. (A.23)
Proof of (A.22):
rrr, = (¢ oarer ) ( O
yry o ( y vy ) r,A,

= Af[Fny]Ay + CyTCy )

which provesthat FZTy is the solution of the same Lyapunov equation as () 22 (A.21)
and thus proves (A.22).

Proof of (A.23):

DI BITT C
r'w)T, (cT ATFT)< vy >< v >

W) T4,
= A'I"W/T,4, + CT[Bf QA + D, Cy]

which provesthat "W,/ T, is the solution of the same equation as Q1> (A.20) and
thus proves (A.23).

Finally, we prove (5.11):

DT BTITT D 0 C
T TT y v y
cer ey (5 B ) (s, w, ) ()

= A'r'w)w,rA+ B rfw,rA+ A" r"w/)T,1B,C
+CT[B][I)T,|B, + D] D,|C

= A'TTw/]wW,TIA+ CTB Ql,A+ ATQ1.B,C
+CT[B] Q22B, + D) D,]C ,

rwSw,r

which provesthat T'YW W, is the solution of the same equation as Q1; (A.19) and
thus proves (5.11).
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A.9 PROOF OF THEOREM 13

W1 (5.12) and W5, (5.13) are easily seen to be of full rank. Notethat since j — oo we
dropped al the time average operators E; in this proof (and in the proofsto follow).

Proof of (5.15):

From condition 1 of Theorem 12 we know that ., and e;, areuncorrelated. From thisit
followsthat (see Subsection 1.4.4 and taking into account that we dropped the symbol
Ej):
EU =0,
By, = E,.
Itisasotrivial that UpllyL = 0. From these equations, it is easy to verify that (with
W5 given by equation (5.13)):

UpWo = UpUy (Ry") ™ Wu(Ly") " Up + Uplly s
—_— ——
=I -0
= WU(L;;“)*U,,,
E,W> = EBU, (Ry)"'Wu(Ly*")"'U, + Epllyy
N—— \ ,
—0 —FE,
= E,.

Combining these results with (5.7) we find that:
XWeWIXE = AU,WWiUN(ADT + A E,W,W] EI(Af)T
= AW, (Ly") 10U, (L) T W (ADT + A B By (AT
~ ~~ - N——
=I —I
= AW, wIAHT + As(AHT . (A.24)

It is easy to verify that W, given by formula (5.14) leads to the same result (A.24).
From Theorem 12 we also know that:

X;Ws = SI2VT
Since V;'V; = I, thisleads to:

siPVivisy”
= 5. (A.25)

XW,WlxXT
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Finally, from (A.24) and (A.25) wefind:

AW (ADT + AF(A)DT =81 .

219

From Lemma 2 we know that the left part of this expression is equal to P[IV,(z)].

Thisleads to:
PWy(2)] = S1,
which is exactly (5.15).
Proof of (5.16):
From Theorem 12, we know:
r’'wIw,r; = SYulv,si?
= 5.

Combining thiswith Lemma2 (5.11) and with W, = W, (5.12), we find:

QW,(2)] = TIW,/W,I;
= rfwlwr,
= 5,

whichis (5.16).

A.10 PROOF OF COROLLARY 2AND 3

Proof of Corollary 2:

(A.26)

With W, = Lp* and W, = I;;, we find for the weighting matrices (5.12) and (5.13)

in Theorem 13:
Wy = Ili )
Wo = U (Ry") " Ly (L)~ Up + Ty
= Uy (Ry") Uy + 1y
= Iy, + 1y

= I.
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In Section 4.3.1 it was shown that this choice of weights (17, and 1¥,) exactly corre-
sponds to the N4SI D algorithm.

Proof of Corollary 3:
With W, = Lt and W, = I;;, we find for the weighting matrices (5.12)-(5.14) in
Theorem 13:
Wl = Ili ’
Wy = (Up/UH"(REY) ™ Lat (L)~ .U, JUF + Myt
= (U/UF)(Ry) U /UF + Ty 2
= Uy, s +1ys vt

= Iy .
Uf

In Section 4.3.2 it was shown that the MOESP agorithm corresponds to this choice
of weights W, = Ij; and W5 = HU;.

A.11 PROOF OF THEOREM 14

It is easy to verify that for the choices (5.17)-(5.18) of W, and W5 are full rank
matrices.

Proof of (5.19):

From Theorem 12 we know that u;, and e;, are uncorrelated. From thisit follows that
(see Subsection 1.4.4 and taking into account that we dropped the symbol E;):

EU] = 0,
E,(U,/UH" = 0,
Epllys yr = By
We a'so have:
Up(Up/UNT(RY)™ = i
Us(Up /U (Ry1)™ = 0,

U,Il =U,II =
fHut vt rlut vt
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From these equationsit is easy to verify that:

UWo = Up(Up/UF)T(BY) ™ Wu(Lyt) ™" Up/UF + Uplly s 2
N -~ - —_————
=1 =0
= Wu(LZf)*l.Up/U]}
UWsy = Uf(Up/UfL)T(RZIf)fl VVu(L;ﬁ)il'UP/UJ‘L + UfHUplvaL
N -— - —_——
=0 =0
= 0,
E,W, = E,(U,/UH)" 0 s v, o WalLyt) T Up /UG + Epllys vt
———— I —_——
—0 —Ep
= Ep ,
EfW2 = Ef -

Combining these results with (5.7), we find:
XWaWi X! = AUWW]UNADT + A E,WW] BN (A3)T
= AW W] (ANHT + Az(ANT .

Thelast equation is exactly the same as (A.24) in the proof of the first main Theorem.
Therest of the proof of (5.19) is the same as the proof of (5.15).

Proof of (5.20):

To get moreinsight in (5.17), we investigate Y W, (using (5.3)-(5.5)):
V;We = [[iX;+ H{U; + HEEf W,
= [[[A'X, +A%U, + A{E)) + HU; + H{ E;)W>
N——’
—0
= Ti[AYUWs + Af E,Wa] + HI Uy Ws +H; EfWo
N—— N—— N——
—E, =0 —Ey
= T;[AYU,W> + A{E,] + H E;
= DJAIWL(LY)T'U,/UF + AJE,| + HEy .
It can now easily be verified that:

(VWo).(VW2)" = Ty[AdW, (Lu) R (L)~ T Wil (AT

~

~

=I



222 APPENDIX A

+ANANTIC] + H (H)T
= LAMW W (AHT + AZ(ANHTIC] + HY (H])T
L PWy ()]0} + Hf(Hf)" .

With (5.17) and the matrix inversion Lemmaof [Kai 80] thisleads to:

7 wIw,T; LT[0 PWo()ITT + HE(HS)T]7'T,;
= {T7[H;(H)T) T} = {TT[H (Hf)"]'T;)

]
< [{TTH; (HY)T) T} — PIWu ()] T [HY (H)T] 7T}

With Q, = {CT[H; (H$)T]~'T;}, wefind:

LTWIWIL, = Qun— Qu(Qn — PWu(2)]™)7'Qu
= Qun(ln— P[Wu(z)]Qn)*1 .

Since (from Theorem 12) TYWI'W,T; = S; and (from (5.19)) P[W.(z)] = S1, we
find the following expression for Q) ,,:

Qn=25(,-S) .

The fina part of the proof consists of proving that Q,, = Q[H~1(z)]. Itiseasy to
verify that the block Toeplitz matrix containing the Markov parametersof H ~1(z) is
given by (H#)~*. From this and from Lemma 2 we find:

QIH™'(:)] = LI (H) "(H)'T;

= I7[H{(H;)"]'T;
Qn -

This proves (5.20).
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MATLAB FUNCTIONS

In this Appendix, we describe the set of Matlab files that implement the algorithms
developed in this book. The idea of these files is to make subspace identification
algorithms more accessible for researchers as well as for industry.

B.1 GETTING STARTED

All algorithmsin this book have separately beenimplementedin M-files. Theresearch
however culminated in one overall algorithm called subi d. mwhich implements
deterministic (Figure2.8), stochastic (Figure 3.13) and combined (Figure 4.8) subspace
identification. Thisfunction is agood place to start with.

After you have copied the files from the diskette to your computer (for instancein the
directory ¢: \ subspace), you shouldincludethe directory subf un inyour path:

> pat h(path,’c:\subspace\subfun’);

Now change your directory to the exanpl es directory and run the demo file
sta_denp. m

> cd c:\subspace\ exanpl es
> sta_denp

You will get aclear impression of what subspace identification algorithms can do. You
might also want to run the stochastic identification demo st 0_deno. m

223
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Now you are ready to rerun some of the applicationsin Section 6.4. To run for instance
the application of the flexible robot arm, do:

> cd c:\subspace\applic
> appl 5

This will guide you through the demo and reproduce the results of Section 6.4. You
could now also run any other applicationsin this directory.

You are now ready to try out your own problem. You could just use one of the subspace
identification functions (for instance subi d. m). Alternatively, you could also copy
and adapt one of the application M-files.

B.2 MATLAB REFERENCE

This Section contains a short description of the files on the diskette. For more infor-
mation, see the Matlab on line help and the M-files themselves.

B.2.1 Directory: 'subfun’

This directory contains the Matlab subspace functions organized into main subspace
identification functions and auxilary ones.

All subspace identification functions have approximately the same syntax:

Inputs:

= yandu:
The output and input data arranged in a matrix. The matrices have as many
rows as the number of data samples and as many columns as there are outputs
respectively inputs. The stochastic identification algorithms have no input U.

The number of block rows used in the block Hankel matrices. The maximal order
that can be estimated isi times the number of outputs. Do not choose i too
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large, since the computational timeis proportional toi 2. Typicaly i isequal to:
B Maximal Order
~ “"Number of Outputs

i

n:
The order of the system. This parameter is optional. When it is not given, the
singular values are plotted and the user is prompted for the system order.

AUX:

An optional auxilary variable which speeds up the identification process. For
instance, when one wants to identify systems of different order, this variable is
used to avoid the recomputation of the RQ decomposition every time. See also
the M-functional | or d. mand the examplesinst a_denon. m

W

An optional weighting flag which indicates in which basis the subspaces are
computed. See also Chapter 5.

sil:

When thisflag is set to one, the algorithms run silently, without any output to the
screen.

Note that when an input is optional, supplying an empty matrix [ ] is the same as not
supplying that specific input. For examplesubi d(y, u, i, [], AUX) alowsyou
to use the auxilary variable AUX without specifying the order.

Outputs:

A B, C D

The state space system matrices of Formulas (1.1)-(1.3).

K, R

The Kaman gain and covariance of theinnovations. Thegeneral identified model
isthus:

Tpr1 = Axp+ Bup+ Keg
yr = C.uxp+ Doy +ep
Elep.e;] = R.y,

G LO:

The state space matrices determining the stochastic model (3.6) and (3.7). These
matrices can be converted to a Kalman gain and innovations covariance through
thefunctiongl 2kr. m
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AUX:

Ap

PENDIX B

This output can be used as an input the next time the function is called.

SS:

A column vector containing the singular values from which the order could be
determined.

Subspace functions

|| Function | Fig. | Page || Inputs Options | Outputs |
i ntersec - 45 y, u, i n, AUX A B, CD,ss
pr oj ect - 46 y, u, i n, AUX A B, CD,ss
det st at 2.7 52 Y, u, i n, AUX A B, C, D, AUX ss
det al t 2.8 56 Y, U, i n, AUX A B, C, D, AUX ss
st o_st at 311 86 Y, I n, AUX, W| A K, C, R G LO, AUX, ss
sto.alt 3.12 87 Y, I n, AUX, W| A K, C, R G LO, AUX, ss
st o_pos 3.13 90 Y, | n, AUX, W| A K C R, G LO, AUX, ss
comal t 46| 121 Y, u, i n, AUX, W| A B, C D, K R, AUX ss
comst at 47 | 124 Y, u,i n, AUX, W| A B, C D K R AUX ss
subi d 48 131 (| y,[u]l,i | n,AUX, W| A B, C D, K, R AUX ss

fallord [ -] -y, [ul,i [n, AUX, W] ersa, er pa, AUX |
Auxilary functions

| Function  [| Page || Syntax | Description ||
bl khank 33 || H=bl khank(y,i,j) Make Hankel
solvric 62 || [P, flag]=solvric(A G C, LO) Solve Riccati
gl 2kr 137 || [ K, Rl =gl 2kr (A, G C, LO) Transform
kr 29l 137 G LO] =kr2gl (A, K, C,R Transform
si mul 192 ys, ers]=siml (y, u, A B, C, D, ax) Simulation
predic 192 || [yp, erp] =predic(y, u, A B, C, D, K, ax) | Prediction
nyss2th - || th=nyss2t h(A B, C, D, K, fl ag) Conversion

B.2.2 Directory: "applic’

This directory contains the applications described in Section 6.4. Both data files
and M-files are provided to ensure total reproducibility. See also Table 6.2 for more

information.
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[ M-File | Data | Description ||
appl 1 | appl 1. mat Glass Tubes
appl 2 | appl 2. mat Dryer
appl 3 | appl 3. mat Glass Oven
appl 4 | appl 4. mat Flutter
appl 5 | appl 5. mat Robot
appl 6 | appl 6. mat Evaporator
appl 8 | appl 8. mat CD Player
appl 9 | appl 9. mat Ball & Beam
appl 10 | appl 10. mat || Wall Temp.

B.2.3 Directory: 'examples

This directory contains two demo files, which illustrate the possihilities and applica
tions of the subspace functions.

[ M-File

| Description

st a_denp

Starting up demo

st o_denp

Stochastic systems demo

B.2.4 Directory: 'figures

This directory contains the M-files that generate the matlab Figuresin this book.

M-File Figure | Page
det _siml 2.6 49
stosiml 3.10 83
sto_sin? 3.14 92
sto_si nB 3.16 93
comsi mlL 45| 116
comsi n? 49| 132
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NOTATION

Notation Description Page

A B,C,D Dynamical system matrices. 7

Ay, By, Cy, Dy Input weight dynamical system matrices. 140

Ay, By, Cy, D,y Output weight dynamical system matrices. 140

C; Block Toeplitz matrix of output covariances. 68

el Forward innovation at time instant . 61

eh Backward innovation at time instant k. 64

E,F System matrices of forward innovation model. 137

E, Ey Block Hankel matrices of past (Eq|;_,) respectively 138
future (E;)2;—) forward innovations.

E(z) Z-transform of the forward innovationSeﬁ. 140

G Auxilary matrix for the description of stochastic sys- 61
tems.

G(z) Deterministic transfer matrix D + C'(2I — A) "' B. 140

q (2) Reduced order deterministic transfer matrix. 150

HY Toeplitz matrix containing the deterministic Markov 36
parameters D, CB,CAB, .. ..

H? Toeplitz matrix containing the stochastic Markov pa- 139
rameters F, CE,CAE, .. ..

H(z) Stochastic transfer matrix F + C'(z1 — A)~1E. 140

H(z) Reduced order stochastic transfer matrix. 150

i Number of block rowsin block Hankel matrices. 34

229
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uu
LP

uu
Lp ¥

Py
PIW.(2)]
Q,R,S

Q" R’ S

Qp

QW (2)]
R[p:qﬂ“rS]
Ruu

Ry

Rgf

R?“

R

SIU

ApPPENDIX C

Identity matrix (n x n).

Number of columnsin block Hankel matrices.
Timeinstant.

Forward Kalman gain.

Backward Kalman gain.

Number of outputs.

Block Toeplitz matrix of output covariances.

Square root of the matrix R,*.

Square root of the matrix R

Number of inputs.

Number of states.

Solution of the backward algebraic Riccati equation.
Solution of the backward difference Riccati equation.

Oblique projection of the row space of Y;»;_; aong
the row space of U;j2;—1 on the row space of W ;_ :
0; = Yi|2i—1/U Wolis-

i]2i—1
Solution of the forward algebraic Riccati equation.
Solution of the forward difference Riccati equation.
W (=) weighted controllability Grammian.
Covariance and cross-covariance matrices of the for-
ward measurement and process noise.
Covarianceand cross-covariancematrices of the back-
ward measurement and process noise.
Part of the orthogonal matrix inthe RQ decomposition.
W, () weighted observability Grammian.
Part of the triangular factor in the RQ decomposition.
Covariance of theinputs: @1, ., Upoi_1]-
Covariance of past inputs @7, v7,]-
Covariance of past projected inputs @, JUE Uy [UF]
Covariance of futureinputs @7, v/, ;-
Cross-covariance of past and future inputs @/, v/,1-
Cross-covariance of the past deterministic state and
inputs : P (X3 Uppai_y]-

138
138

62
70
142

65

164
142
164
100
100
138
100
100
100



Notation

Cross-covariance of the past deterministic state and
past inputs Q[Xpd,Up].

Cross-covariance of the past deterministic state and
future inputscb[Xﬁ’Uf].

Spectral factor of U(z).

Number of available measurements.

Non-singular n x n similarity transformation.

Input at time instant k.

Matrices of a singular value decomposition.

Input block Hankel matrix. The subscript indicates
the indices of the first column of the matrix.

Past inputs Up;—, respectively U|;.

Future inputs U;jo;—1 respectively Ui qj2;—1-
Z-transform of the input wy.

(Forward) measurement noise at time instant k.
Backward measurement noise at time instant k.
(Forward) process noise at time instant k.

Backward process noise at time instant k.

Weighting matrix with input weight Markov parame-
ters Dy, CyBy, CuAyBay, . . ..

Weighting matrix with output weight Markov param-
eters Dy, CyBy,CyAyB,y, .. ..

Input weighting transfer matrix D, + Cy,(zI —
A7 IB,.

Output weighting transfer matrix D, + Cy(zI —
A,)7'B,.

Past inputs(Uy);—1) and outputs (Yy ;1 ). For stochas-
tic systemidentification W ;_; only containsoutputs.
Past inputs (U, respectively Uj) and outputs (Y7 re-
spectively Yf+). For stochastic system identification
W, only contains outputs.

State at time instant k.

Deterministic state at time instant k.

Forward innovation stochastic state at time instant k.

Forward stochastic state at time instant k.

231

100

100

140

©

»

33

33
33
140

(o]

»

140

140

140

140

35

35

32
61
58
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o

ok

Yy, Yt

1= 2

e

ApPPENDIX C

Forward Kalman filter state estimate at timeinstant .

State sequence. The subscript indicates the index of
thefirst element of the matrix.
Past state sequence.

Future state sequence.

Deterministic state sequence.

Past deterministic state sequence.
Future deterministic state sequence.
Stochastic state sequence.

Past stochastic state sequence.

Future stochastic state sequence.
Forward Kalman filter state sequence.
Forward Kalman filter state sequence.
Output at time instant k.
Deterministic output at time instant k.
Stochastic output at time instant k.

Output block Hankel matrix. The subscript indicates
the indices of the first column of the matrix.

Past outputs Yy;_; respectively Y);.

Future outputs Y 5;_; respectively Y 2.
Z-transform of the output y..

Backward stochastic state at time instant &.

Backward innovation stochastic state at time instant
k.

Backward Kaman filter state estimate at time instant
k.

Orthogonal projection of the row space of Yjj5;_; on
the sum of the row spaces of Up|2;—1 and Yp);_;.

Backward Kalman filter state sequence.

Extended observability matrix.

Extended observability matrix T';, without the last [
rows.
Extended observahility matrix I';, without the first [
rows.

69
99

139
139
35
35
35
74
99
99
102
108

98
98
35

35
35
140

69

105

72

36
50

51



Notation 233

Ipg Kronecker delta. 6

A Delay operator.

Ad Reversed extended controllability matrix of { A, B}. 36

Af Reversed extended controllability matrix of {A, E'}. 138

A¢ Reversed extended controllability matrix of {A, G}. 68

Ao Covariance of the stochastic output. 61

A; Stochastic output covariance sequence. 61

II(alb) Minimum variance estimate of a given b. 63

M4 Operator projecting the row space of amatrix onto the 19
row space of A.

IMye Operator projecting the row space of amatrix onto the 20
orthogonal complement of the row space of A.

ok [Wu(z), Wy(2)] Frequency weighted Hankel singular values. 143

DI Covariance of the stochastic state sequence : 60
@[Xg ’XOS] .

e covariance of the deterministic state sequence : 100

B 4,5 Covariance matrix of A and B : E;[ABT]. 27

Qp, Auxilary matrix inthelinear combinationsof the com- 101

bined Kalman filter state estimate.

R Vector space of [-dimensional real vectors.

Rx™ Vector space of [ x m-dimensional real matrices.

E[e] Expected value operator. 25

Ej[e] Time average: lim; o +[o]. 26

A/B Projection of the row space of A on the row space of 19

B.

Al C Oblique projection of the row space of A along the 21
B row space of B on the row space of C.

[A < B] Principal directionsin the row space of A. 24

[A < B] Principal directionsin the row space of B. 24

[A < B] Principal angles between the row spaces of A and B. 24

At M oore-Penrose pseudo-inverse of A.

A®B Kronecker product of A and B. 126

vec A Column-wise vectorization of amatrix A. 126
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Al ¢ Frobenius norm of amatrix A.

1A(2) |0 H-Infinity norm of atransfer matrix A(z).

CACSD Computer Aided Control System Design. 7

CVA Canonical Variate Analysis. 114

GUI Graphical User Interface. 11

MOESP M ultivariable Output-Error State space. 113

N4SID Numerical agorithms for Subspace State Space 112
System | dentification.

PC Principal Component. 78

SvD Singular Vaue Decomposition.

QSsvD Quotient Singular Value Decomposition. 60

UPC Unweighted Principal Component. 79
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