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Evaluations

Though most observers acknowledge that consumers meke inferences among
product attributes, the influence of such inferences on product evoluation is much
less clear. Study respondents evaluated products for which information on one of
two attributes was systematically omitted. A general model is built to estimate the
directional effect of inferences on product evaluation. The effect of inferences to
a missing ottribute is statistically significant and in the expected direction. In one
case, the marginal value of the remaining attribute (price) reverses in sign because
of an inference. Thus, inferences are theoretically important and o potentially trou-

blesome issue in the modeling and measurement of consumer choice processes.

The Impact of Inferential Beliefs on Product

Most studies of preference and choice examine the
issue of how product attributes and/or advertisements
lead to consumer choice. In using a typical model one
assumes that the consumer evaluates a product in terms
of its visible (i.e., accessible) attributes, processes this
information via one or more rules, and forms a prefer-
ence or makes a choice. For instance, in a typical mul-
tiattribute model exercise, a consumer is asked to eval-
uate objects on a number of attributes and to provide an
overall evaluation of each object. Models arc then built
which relate the attribute evaluations to preference. In
a conjoint measurement study, a consumcr is presented
with a description of the product in terms of its attributes
and asked to evaluate each description A model is then
built reflecting these evaluations. In other situations such
as an ASSESSOR study (Silk and Urban 1978), con-
sumers are shown advertisements of a brand and asked
to evaluate the brand. Conceptually, in all of these ap-
proaches one assumes that the subject is utilizing only
the stated or elicited information in arriving at preference
or choice. Operationally, in the statistical models which
underlie these analyses, any other factors which affect
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preference are assumed (o be random and not systern-
atically related to the stated or elicited information

An alternative view of consumer processing that does
not share these assumptions augments the original model
with an inference process whereby the visible attributes
serve as cues which the subject uses to make inferences
about other product attributes or characteristics. These
““inferred”’ attributes are cornbined with the visible at-
tributes to armve at preference or choice. We examine
the impact of these inferences on the weight given to the
visible attributes.

We becae interested in this problem after analyzing
the results of a beer choice experiment (McCann et al.
1979). Subjects evaluated 16 profile cards which de-
scribed a beer in terms of five attributes: price, faste,
texture, contamer, and user image. Aunalysis was based
on linear regression analysis with dummy variables for
the levels of the attributes Figure ! shows the pattern
of part worths for the price attribute.

Although the price curve was expected to be uni-
formly downward-sloping, an inverted-V relationship
was obtained between choice and price level. One ex-
planation is an mference from price to quality That is,
the value of the lowest level of price may have been
diminished through either of two inferential mecha-
risms. First, the low price level may have resulted
a discounting of the other information given on the pro-
files. such as taste and texture Second, low pricc may
have evoked negative inferences to dimensions not men-
tioned, such as status or purtty Whatever the explana-
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IMPACT OF INFERENTIAL BELIEFS

Figure 1
PART WCRTH VALUES OF PRICE IN BEER CONJOINT
STUDY
PART-WORTH
HIGH
LOW 1 1 1
LOW MEDIUM HIGH

PRICE

tion, a similar counterintuitive result was found by Ro-
binson (1979) who discovered segments with apparent
upward-sloping demand curves. Because the analytic
models underlying these results did not recognize the
possible inference, the derived effect of price may have
been distorted.

Though the existence of such inferences may render
the measurement of behefs and values more difficult,
these same .nferences may simplify or facilitate a com-
munications program designed to change attitudes. A
quick pursual of television ads indicates that they are
very often focused on one of many possible product at-
tributes. The value of such commercials depends not
only on the salience and value of the attribute featured,
but also on the inferences made from that claim to other
attributes. Thus a knowledge of inferences is important
not only in getting information from, but also in giving
information to, the ultimate consumer.

The goal of this article is to examine the concept of
consumer inferences as they are manifested in a labo-
ratory choice situation. Several questions are addressed.
First, are inferences made 1n such situations? If so, how
significant is their impact in judgments of overall pref-
erence, and does this impact vary with different kinds
of attributes? Finally, if inferences are made and have
an impact on preference judgments, what are the impli-
cations of this result for theories of cognitive processing
and our ability to decompose preference intc compo-
nents for each attribute via common techniques such as
conjoint analysis?

In the next section we review past research to illustrate
both the potential importance of inferences and the rel-
ative lack of empirical findings in the area. Then a for-
mal model is developed that allows one to pradict the
directions of change if inferences occur. Finally an ex-
periment is described in which inferences are shown to
have a statistically significant effect on overall prefer-
ence judgments.
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THE IMPORTANCE OF INFERENCES

Many theorists have postulated an effect of inferences

among attributes contributing to overall evaluations
Both Brunswik (1956) and Fishbein and Ajzen (1975)
assume that intertrait correlations have an effect on eval-
uations. With the exception of source effects (Heider
1958) which relate more to the attributes of the sender
than to those of the object, there appear to have been
more calls to do research than completed works (e.g.,
Lutz and Swasy 1980; Olson 1977), particularly among
researchers in marketing. Perhaps the research was done
but the effects were small and inhibited publication, re-
flecting truth in the statement by Slovic and Mac-
Phillamy (1974) that ‘‘information that has to be held
in memory, inferred or transformed in any but the sim-
plest ways, will be discarded”” (p. 193).
A few direct tests have been done. Lutz (1975a,b) and
Olson and Dover (1978) showed that a communication
on one variable had ‘‘second-order’’ effects on the be-
liefs about other variables. However, the design of the
experiments made it impossible to determine whether
this inference affected overall evaluation or vice versa.
Wyer (1974) tested a variety of inference models, gen-
erally finding some evidence that inferences affect over-
all evaluations. The effects, however, were not large.

Though many have posited the influence of inferential
beliefs on product evaluations, too little empirical work
has been done. One area in which inferences are im-
portant is the validation of models of cognitive algebra.
These models depend on the assumption that inferential
beliefs have minimal impact on overall evaluations.

Inferences and Cognitive Algebra

A cognitive algebra represents a consumer decision as
a mathematical relationship (Anderson 1971). Bettman,
Capon, and Lutz (1975) tested quantitative forms of in-
formation integration and showed that various rules are
used by different consumers for the same problem.
Troutman and Shanteau (1976), using the functional
measurement approach developed by Anderson (1971),
argue that new information can best be accounted for by
an averaging process rather than adding. However, as
pointed out by Cohen, Miniard, and Dickson (1980) and
Fishbein and Ajzen (1975 p. 232), with this test one
assumes that inferences across attribute levels do not
occur. For example, consider two attributes, such as
comfort and luxury in an automobile, with a high eco-
logical correlation. If luxury is left out of a product de-
scription and its level is inferred from the level of com-
fort, the marginal effect on preference of one unit of
comfort may increase. In other words, comfort gets
some of the value of inferred luxury. Anderson’s (1971)
test of averaging is confounded with an alternative ex-
planation of inferences across ecologically correlated
attributes. The exact theoretical relationships are worked
out in the analytic sections of this article.
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Inferences and Importance Weights

A second area in which inferences could be trouble-
some is the measurement of importance weights. Im-
portance weights provide an assessment of the relative
value of one attribute over others in a consumer decision
process. It is useful to distinguish ways to derive such
measures. Direct measures are those whereby respon-
dents evaluate the direct importance or value of an attri-
bute. Derived or decompositional measures are those
whereby respondents evaluate alternatives that are de-
fined on two or more attributes. A quantitative analysis
(e.g., regression) is performed to derive the weights im-
plied by those judgments. These decompositional models
can be further divided into two-at-a-time {(Johnson 1974)
and profile judgments, whereby alternatives are defined
on many attributes (Green and Srinivasan 1978). Both
the meaning and the stability of such measures of attri-
bute importance—whether directly measured from judg-
ments on attributes singly or derived from judgments on
two or more attributes—depend on whether consumers
make inferences to the other attnibutes not defined. Con-
sider first direct measures. The importance of, say, com-
fort in an automobile may be elevated because luxury
is often associated with comfort. Weitz and Wright
(1979) speculate that such an inferential mechanism may
be part of the reason for direct weights being more mul-
tidimensional than derived weights. Gardner and Ed-
wards (1975) note that ecological correlations distort
multiattribute utility estimation and suggest that research
be carried out. To date, however, their suggestion has
not been followed.

Derived weights entail similar problems Inferences
may distort results through three mechanisms- (1) atten-
tional shifts. (2) discounting of unlikely combinations,
and (3) revision of weights. Attentional shifts occur
when two ecologically correlated attributes allow the
simplifying consumer to ignore one of the attributes
while focusing on the other. If an individual simplifies
a profile evaluation task by limiting the number of at-
tributes considered, a rational elimination strategy is to
ignore those attributes that are predictable (in society if
not in the orthogonal array) from a knowledge of the
other attributes in the set Thus the inference process
may be relevant in determining the attention paid to var-
ious attributes. A second mechanism through which dis-
tortion could occur is the discounting of attributes whose
levels conflict with prior ecological expectations Thus,
if a car is described as simultaneously uncomfortable and
luxurious, a consumer may effectively downgrade it by
discounting both variables. Finally, inferences to vari-
ables left out of a profile task may distort the valuation
of an attribute That is, a salient attribute left out may
be inferred on the basis of those still in and. as a result,
could modify their marginal values.

These mechanisms appear to be recognized implicitly
by persons designing conjoint studies. Green and Sri-
nivasan (1978), in their review of conjoint analysis,
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speculate that the two-factor-at-a tirne method will be
better than a full profile approach (many attributes) “‘if
the environmental correlation between the factors 1s
small”’ (p. 108). They alsc advocate grouping variables
that are highly correlated to avoid strong discounting and
simplification effects. Thus they acknowledge the im-
portance of knowing the infercatial structure among at-
tributes in order to design valid and stable conjoint anal-
yses.

The effect of deleting an attribute on the derived im-
portance weights was tested by Yates. Jagacnski, and
Farber (1978) Respondents werc asked tn cvaluate a
large number cf candidates for admission to college on
the basis of four attributes For a subset of these alter-
natives (50 of 125), one attribute was missing The de-
rived importance weights were very similar whether
taken from the full or partially described set, thus rein-
forcing the finding that such derived weights are rela-
tively robust to the choice of attributes However, the
attributes were choscu “‘to be tuitively independent,
1 the ecological and value senses of the term”” (p 245).
Thus. instead of testing inferences, the investigators
chose the attributes to minimize such effects. It is sig-
nificant, however. that the choice of independent attri-
butes was intuitive rather than empirical, so that the as-
sumption of independence was tentative

In summary. there appear to be two streams of re-
search concerned with the effect of inferences among
attributes on overall evaluations. Oue stream acknowl-
edges the existence of inferences but has had some dif-
ficulty measuring or predicting the magnitude of their
effects. The second stream (represented by researchers
who test algebraic representations of information inte-
gration and measure attribute importance weights) views
inferences among atiributes as a nuisance best avoided
by judicious choice of attributes

Our study differs from both traditions in that (1) the
hypothesized effect of inferences is rade explicit and
a system is developed to estimate the direction and mag-
nitude of that effect, (2) attributes are deliberately cho-
sers with high ecological correlations (3) the inference
structure 15 explicitly measured, and (4) the degree of
inferencing among attributes is experimentally manipu-
lated.

FORMAL DEVELOPMENT

In this section we present a mathematical theory for
predicting the effect of inferences on preferences n a
context where information about an attribute 1s missing,
i.e., not visible or stated in the product description. A
very simple imodel is made of this situation which allows
one to test the directional effect of inferences. Focus is
primarily on the marginal value of an attribute. that is,
the rate of change :n overall evaluation as a function of
change n the attribute This measure of the marginal
effect of an attnbute allows the analysis to be very gen-
eral with respect to the form of the preference function
and the inference structure. Generalization to multiple
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IMPACT OF INFERENTIAL BELIEFS

attributes or discrete variables is straightforward.

First define the general preference function and its
partials. W represents the function evaluated if infor-
mation is provided on both alternatives, and V represents
the function if one attribute is dropped.

WX, X;) = value of item given level X, on attribute
1 and X, on attribute 2.
dW/dX, = marginal value of attribute 1 if informa-
tion is provided on both attributes.
ViX)) = value of an item 1if no information is pro-
vided on attribute 2.
dV/dX, = marginal value of attribute 1 if no infor-
mation is given on attribute 2.

We then can show that the preference function, W(X,,
X,), and the rule specifying what happens when a vari-
able is dropped determine the change in the marginal
value of the remaining attribute. A general model is de-
veloped which predicts the impact for any continuous
preference function. The two most popular processing
rules, adding and averaging, are examined to determine
whether they successfully account for inferences.

Impact of Inferences

A reasonable assumption is that an inference is made
to the omitted attribute so that the omitted attribute is
replaced by its expected value, E(X,/X,). Given this as-
sumption and any preference function with a differen-
tiable form, one can predict the change in the marginal
value due to omitting a variable. Consider the following
function.

(1) W = fiX,, X,),

which 1f X, 1s dropped becomes

@ V= fiX,, EX /X))

Taking partials and manipulating, we have

A3) dv/dX, = aW/aX, + aW/oX, - dX,/dX,,

or

marginal = marginal + marginal + marginal

value of X, worth of X, worth of X, change in

alone given X, given X, X, given X|.
present omitted

Consistent with intuitions, the effect of inferences on
the marginal value of an attribute in the two conditions
thus depends on the sign of the inference function re-
lating the two attributes. It is useful to distinguish be-
tween two kinds of inference structure that separate these
two cases. The most common structure is supportive
attributes, where dX,/dX, has the same sign as dW/dX.
The other is conflicting attributes, where dX,/dX, has
the opposite sign. This distinction is diagrammed in Fig-
ure 2.

Supportive vs. Conflicting Attributes

A supportive attribute pair is one in which the direct
effect of an attribute has the same direction as the in-
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Figure 2
INFERENCE STRUCTURES RESULTING IN DIFFERENT
PREDICTIONS IF A SALIENT ATTRIBUTE IS OMITTED

SUPPORTIVE ATTRIBUTES CONFLICTING ATTRIBUTES

0X, 2d]
dax, X,
P e T
X + X, Xy - X

Wy W LA W
3, X, A, ¥,

W w
GENERALLY

dX,/dX, - AW/ X, IW/ X, > 0 dX,/dX, - oW/ BX]-%W/'BX2 <0

ferred effect through the other member of the pair. For
example, if a car is comfortable, one could infer that it
is also luxurious, and thus the marginal value of comfort
is increased. In contrast, for conflicting attributes, the
value of one attribute through the other has the opposite
sign of its value directly. An example is miles per gallon
and acceleration in an automobile; inferring decreased
acceleration from increased mileage could lower the
marginal impact of stated mileage. Thus, with conflict-
ing attributes, the value of the original attribute is de-
creased by an inference to the other attribute.

More generally, one may reverse score any attribute
by multiplying its scoring by minus one and redefining
it as its opposite. The effect of such a transformation is
to change any two adjacent signs in Figure 2. The prod-
uct of the three signs, however, will remain unchanged.
Therefore, a supportive pair is one for which the product
of dX,/dX,, 0W/dX,, and dW/dX, is positive and a con-
flicting pair is one for which that product is negative.
Under this general rule, acceleration and miles per gal-
lon would be conflicting even if acceleration were re-
verse scored.

Effect of Omitted Attributes as Predicted by Adding
and Averaging Processing Rules

The concepts of supportive and conflicting attributes
are valuable in separating any effect due to inferences
from any effect due to the underlying processing rules.
Two such processing rules, adding and averaging, are
examined to determine what they predict if an attribute
is omitted in the absence of any inferences. We show
that a change in value caused by deleting a supportive
attribute could be due either to an averaging processing
rule or to an inference. With conflicting attributes, how-
ever, the effect of inferences is in a different direction
from that generated by either processing rule. Thus a test
of inferences must be made with respect to conflicting
attributes to rule out a conflicting interpretation based
on a particular underlying processing rule.

Copyright © 2001. All Rights Reseved.
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The Additive Model

In a strict additive model one assumes attribute in-
dependence. Overall evaluation can then be decomposed
as the additive sum of two terms:

4) WXy, X,) = U (X)) + U)Xy
Assuming independence 1f X, is dropped, we have
&) V(X)) = UX) + K,
where K is any constant. Taking partials of the above
expressions yields
oW, /X, = dV,/dX,
Thus, a strict additivity rule predicts no change in ihe

margwnal value of an attribute when information on a
correlated attribute is dropped.

The Averaging Model

In the averaging mode! one assumes that the value
function is a convex combination of independent eval-
uations of each attribute:

(6) WX, X,) = a,U (X)) + a,Un(X,),
where
(7 o, to,=land o, 0, =0

Under the averaging model, 1f one attribute is omitted
the weight for the remaining attribute should go to unity,
or

®) ViX)) = ljl(Xl) + X.

Thus under averaging the weight given to av attribute
increases as one deletes competing attnbutes  Again.
taking partials and manipulating, we have

©) AW,/aX, = a, dV,/dX,.

Because a is constrained between zerc and unity, the
effect of omitting an attribute under averaging is to in-
crease the absolute value of the marginal value of the
remaining attribute.

A PROPOSED TEST OF INFERENCES

For conflicting attributes, the adding. averaging, and
inferencing models result in different predictions. Spe-
cifically, adding predicts no change, averaging predicts
an increase, and inferencing predicts a decrease in the
marginal value of the attribute remaining after one is
deleted. This fact allows a relatively uncontaminated test
of the effect of inferences.

The effect of inferences can be estimated by taking
a pair of conflicting attributes and measuring the mar-
ginal value of one with information on the other present
(dW/8X), then comparing that to its value alone v/
dX). Designing the attributes to be conflicting allows a
rather direct interpretation of such an experiment. If
dropping a conflicting attribute decreases the marginal
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value of the remaining attribute. inferring must have
occurred. If the marginal value increases, averaging is
the only explanation. If there is no change across the
two conditions, adding is a consistent explanation. A
complete test would require a large number of pairs of
attributes that differ with respect to their ecological cor-
relations (dX,/dX,). We cxamine one critical case of a
conflicting pair, in which inferences are simple to make
and very strong.

EXPERIMENTAL PROCEDURE

The experiment involved beers described in termis of
two aitributes The sample consisted of 36 adults who
indicated they consumed at least one six-pack of beer
per month. Respondents were interviewed in their homes
and asked to indicate their Jikelthood of purchasing 24
beer profile descriptions. These profiles were defined on
two dimensions: price per six-pack and the percentage
of brands the beer defeated in a blind taste test Like-
lihood of purchasing was measured on an 11-pont scale
anchored at ‘‘extremely unplkely” and ‘‘extremely hkely”’
io purchase the beer. A sample question is given in Fig-
nre 3

The stimuli were defined on five levels of price per
six-pack ($1.50, $1.75, $2.00, $2.25. $2.50). The
meaning of these prices was reinforced by verbal cues
(least expensive, less expensive than average, average,
more expensive than average, most expensive) which
reflected the common range of beer prices at the time
of the study. Taste was defined on five levels, each giv-

Figure 3
SAMPLE INSTRUCTIONS AND STIMULUS USED iN STUDY

PREFERENCE SURVEY 4

Instructrons You arc asked io evaluate 24 beers. Sometunes you'll
be told how much a six-pack of the beer costs, other tumes you wil!
be told something about how the heer tastes. other tumes both are
available The taste information comes from a blind taste test, m
which people compared the tastee of different beees

Fivaluate cach descriptton On the scale indicate the likelibood that
yov would purchase this beer—taking mto consideration what you
know about its price and taste

TASTE RATING
In g blind 1aste test
prople rated 1t
Bettev-tasting than 50%
of all beers tested

PRICE

Is average mn price
A six-pack costs
$2 00
Bow likely 1s it that you
would purchase this beer?
Extremely Extreoely
Unlikely Likely
0]22;1(5678910

“For the ference-prompted group this last paragraph was replaced
with

“Where one of the ratings, etthe:r price or quality, is missing.
pleasc fill in your best gness of the value of the mmssing rating based
on the other Then give your Likelihood of purchasing the beer
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IMPACT OF INFERENTIAL BELIEFS

ing the percentage of brands defeated in the blind taste
test (10%, 30%, 50%, 70%, 90%). As shown in Figure
4, the stimuli formed a balanced lattice. Fourteen con-
cepts (the 13 given plus one replication) were defined
on both attributes, whereas for 10 concepts information
on one attribute was available.

To manipulate the degree of inferencing, two ques-
tionnaires were assigned randomly to respondents. The
inference-prompted questionnaire had a task identical to
that of the unprompted condition except the 18 subjects
were asked to fill in their best guess as to the value of
the missing attributes before indicating their likelihood
of each purchase.

Thus the sxperiment resulted in three distinct kinds of
data. First, the 14 stimuli in an orthogonal array on both
price and taste were used to calculate the marginal value
(3W/3X) of each when jointly present. Second, for 10
items an attribute was omitted, thus providing an esti-
mate of the single-attribute value function (dV/ dX). Fi-
nally, by examining the relation between the inferred
and the given attributes, we could determine the sign of
the inference function (dX,/dX,).

ANALYSIS

The analysis consisted of relating the likelihood of
purchasing to price and/or quality in the three condi-
tions: (1) both attributes together, (2) one omitted, and
(3) inference-prompted. The original dependent variable
was the arcsin transformation on the likelihood to pur-
chase. Because these results were not substantially dif-
ferent from the results on the raw likelihoods, the more
casily understood raw values are reported here. The find-
ings can be divided into those concerning the two-at-
tribute preference function (0W/9X), the single-attribute
functions (aV/dX), and the inference functions dx,/
dX)).

The two-attribute preference function was estimated
by using a multiple regression on the 540 observations

Figure 4
DESCRIPTION OF 13 DUAL- (A) AND 10 SINGLE-
ATTRIBUTE (o) CONCEPTS

PRICE
Not o [ o o
Available

§2.50} A A A )
$225f s A °
$ 200+ A A A o
$ 175+ A A o)
5150 a a A o
1 1 | ] | |
10% 30% 50% 70% 90%  Not

Available

QUALITY
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formed by pooling 15 judgments involving both price
and quality for each of the 36 respondents. The equation
was:

(10) L= .4P — .0015P* + 1.6T — .00687° — 35.6
where:
L = likelihood of purchase 0 < L < 100%,

P = price/six-pack in pennies 150¢ < p < 250¢, and
T = percentile rating in taste test 10% < T < 90%.

Il

The R? for equation 10 was .54, and all of the terms
were statistically significant (p < .05). Several versions
of the function were tried to test for possible interac-
tions. First a dummy indicator term was created to test
whether the two groups, with and without inference
prompting, had different values on the two-attribute
preference ratings. None of the four terms formed by
multiplying this dummy indicator and the variables in
equation 10 were significant (p = .10). This result in-
dicates that the groups may be pooled for the purpose
of estimating an aggregate preference function. Addi-
tionally two tests were made to determine the existence
of an interaction between the levels of stated price and
taste quality. In the first test, a bilinear interaction term,
P - T, typically used in functional measurement (An-
derson 1971) was not significant ( p > .10). The second
test was an attempt to ascertain whether respondents dis-
counted profiles that had inconsistent or unbelievable
levels of price and taste quality. That is, respondents
examining a profile that has, say, high taste but low
price may have seen the combination as improbable and
therefore risky. If such a phenomenon were operant, the
coefficient of terms representing deviation from expec-
tations should be statistically significant. These terms
were (P — E(P/T))* and (T — E(T/P))?, where the ex-
pected values came from the average value of the other
attribute determined in the attribute-omitted condition.
The coefficients of these terms were not significant (p
> .10), and thus we can conclude that discounting due
to improbable attribute combinations was not severe, if
it occurred at all.

The preceding tests mean that equation 10 is adequate
for the two-attribute preference function. Notice that
though there are no interactions across variables or ex-
perimental groups, both variables are quadratic in form.,
indicating that the marginal value of an attribute depends
on its level. In the present case, the form of these qua-
dratic terms indicates that both improved taste quality
and price reduction show diminishing returns. The lack
of cross-terms in equation 10 means that the marginal
value of price and taste quality can be expressed as a
function of these attributes individually. This feature
affords an easy visual comparison of the predicted mar-
ginal values in the three experimental conditions.

Given the two-attribute function, the predicted change
in the single-attribute functions depends on the sign of
the inference function. That sign was operationalized by
the correlations of price and taste quality at the individ-

Copyright © 2001. All Rights Reseved.
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Figure 5
EFFECT OF OMITTING PRICE ON THE MARGINAL VALUE
OF QUALITY RATINGS

Statisiical Tests
Change Change
n mear 0 trend
Two attnibutes vs omiticd HAk **
Two attributes vs inferences prompted NS *x
Inferences prompted vs omutted ok NS
** p < 05
sk ok P < 01

AVERAGE

PURCHASE
LIKELIHOOD
9 —
Two-Attribute
gl Condition
P=$200

Price Inferences

i Prompted

Price Omitted

{ | | 1 L

10 30 50 70 90
TASTE TEST
QUALITY RATING

ual level. These correlations were positive (average r
= .81) for all 18 respondents; thus, despite the orthog-
onal information n the study, a strong correlation be-
tween price and quality emerged. This result combined
with the signs of the derivatives of two-attribute pref-
erence function in the relevant range contirms that the
attributes of price and taste quality are conflicting as
designed. The prediction is that if inferences are taking
place, the marginal values of each attribute alone should
be attenuated relative to the condition in which the other
attribute 1s present We first consider the effect of price
inferences on the evaluation of taste quality ratings and
then consider the effect of taste quality inferences on
price statements.

Effect of Omitting Price on the Marginal Value of
Taste Quality

Figure 5 depicts the value of purchase likelihood as
a function of stated taste quality in the three experimen-
tal conditions. The top line represents the two-attribute
preference function (equation 10) at the average level of

e cCopyrght @200 Al Rights'Reséved. © ¢« o o0

JOURNAL OF MARKETING RESEARCH, AUGUST 1982

price (P = $2.00). Parallel curves would reflect different
effects of taste quahty at different price levels. The next
two lines represent the average value of taste quality
given that price was left out and the inference-prompted
conditions. respectively Statstical differences in the
curves were estimated by subtracting the purchase hikeli-
hoods at each level of taste quality. A test of whether
the average values of these differences are greater than
zet0 is a test of the mean value of the curves. The slope
of a regression of these differences against taste quality
provides a test of relative derivatives

Both conditons in which price was omtted yielded
significantly (p = .05) less steep curves than when price
was explicitly given. This result is consistent with the
inference hypothesis and contradicts the predictions of
the adding or averaging formulations

Notice also that in the price-omitted condition, where
wferences were not prompted, the mean purchase like-
lihood dropped This result was not anticipated, but 18
reasonable given the greater nisk or annoyance of pur-
chasing a beer about which less 1s known. This effect

Figure 6
EFFECT OF CMITTING TASTE TEST INFORMATION ON
THE MARGINAL YALUE OF PRICE

Statistical Tests
Change Change
in mean i trend

Two attributes vs omitied *ork NS
Two attnibutes vs inferences prompted ek rkx
Inferences prompted vs omtted *kx *oHE
e p o< 001
AVERAGE
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is even stronger for the judgments in which taste quality
ratings are left out and is discussed more fully in the
next section.

Effect of Omitting Taste Quality on the Marginal
Value of Price

Figure 6 depicts the effect of price on purchase hke-
lihoods with various manipulations of taste quality. The
highest line. with an appropriate downward slope, gives
the effect of price derived from the two-attribute pref-
erence function evaluated at the average level of taste
quality (7 = 50%). Omitting quality information re-
sulted in a large mean decrement in purchase likelihood,
and a significant increase in the curvature (p < 0.05).
There are two ways to account for this curvature. First
there may be an interaction between inferences and the
level of an attribute. The increased curvature could have
occurred if inferences were made from the low price lev-
els to low taste quality levels, but not from high prices
to high taste quality levels. Such a mechanism might
imply a kind of ‘‘inferential pessimism’’ whereby an in-
ference to more negative information is more likely to
be made. Alternatively, the curvature may be due to a
normal price mechanism where, in the absence of taste
quality data, one is simply more likely to purchase a
$2.00 per six-pack beer than any other. In any event,
the average slopes across the two conditions were not
significantly different. Though this finding appears con-
sistent with the additive model, the curvature found ren-
ders these results globally inconsistent with axny of the
models.

A very different result occurred in the inference-
prompted ccndition. The marginal value of price shifted
from negative to strongly positive. To show that this re-
sult is predicted by the inference model, consider the
following adaptation of equation 3.

(11) avjap = W AT

P 3T dP
The marginal worth of price given both attributes was
negative in the range (6W/34P). However, both the mar-
ginal worth of taste quality (6W/9T) and the nference
(dT/dP) function were positive. Further, the marginal
value of taste quality was on average three times greater
than that of price. Thus the second term in equation 11
far overpowered the first term and made the marginal
value of the price positive.

Notice also that the mean level of the inference-
prompted condition was significantly lower than that of
the two-attribute condition. However, at very high price
levels the prompted inference to high quality resulted in
purchase likelihoods above those in the two-attribute
condition set at the average taste level (T = .50). Thus
the difference between the inference-prompted and the
two-attribute conditions can be accounted for by (1) a
moderate discounting due to not having been given all
of the information and (2) a strong inference effect fol-
lowing equation 11.
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Summary

It is useful to summarize the results that are consistent
across the price and taste quality manipulations. First,
even unprompted, inferences influenced the marginal
value of an attribute and the effect was in the predicted
direction. Omitting price diminished the marginal value
of taste quality as predicted by the inferring model,
whereas omitting taste information had an interactive
effect on the marginal value of price, increasing it at
lower levels and decreasing it at higher levels with no
overall linear difference.

Second, in the inference-prompted condition, overall
likelihoods followed a pattern consistent with equation
3. Inferences to an important variable (taste quality) had
large effects on the marginal value and even allowed it
to change sign. Inferences to a relatively unimportant
variable (price) had less effect but did change the slope
in a way predicted by the inferring hypothesis.

Finally, the expressed purchase likelihood was signif-
icantly lower for an alternative with an omitted attribute
than for the alternative with that attribute at its mean
level. It was as though a discounted mean was substi-
tuted for the missing information. This effect was par-
ticularly strong when the more important attribute, taste
quality, was deleted and ironically seemed to be lessened
when inferences were forced.

DISCUSSION

The preceding theoretical and experimental analyses
lead to the following conclusions.

Omitting an attribute decreased mean purchase like-
lihood. Omitting an attribute significantly reduced the
average rating level in relation to the mean in the two-
attribute condition, as though respondents assigned a
discounted mean value to the missing attribute. Quite
rationally, this effect appears to be positively related to
the importance of the attribute dropped; deleting quality
had a much greater effect than deleting price. This dis-
counting was somewhat ameliorated when inferences
were prompted; the loss due to not being told enough
information is lessened by being asked to infer the miss-
ing value.

Discounting of alternatives with missing information
has been found in two other studies. Yates, Jagacinski,
and Farber (1978) found that the candidates for college
admissions with missing information had a lower eval-
uation than identical candidates with average levels of
attributes replacing those missing. Meyer (1981) found
the same result with respect to evaluations of potential
restaurants.

Graesser, Robertson, and Anderson (1981) studied the
extent to which inferences are perceived to be as true as
explicit statements. Subjects read a short story and then
recalled the story in a session which involved ‘‘why,
how, when, and where’’ type questions. Those questions
tended to generate a number of inferences, along with
recall of passages from the story. In one of the experi-
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ments, the subjects rated the truths of both inferences
and explicitly stated information, The truth ratings were
found to be lower for the inferences than for the stated
information (although the inferences were generally
rated as ‘‘probably true’’). This finding suggests that
discounting of inferred attributes may be due to the
lower believability of such attributes.

These findings lead to the speculation that a com-
munication advantage could be gained by providing in-
formation on a brand that competitors are unwilling or
unable to give. Particularly if the information is impor-
tant and does not lead to information overload, its mere
presence could give a brand a competitive advantage
over those lacking such information.

Even without prompting, inferences had a significant
positive impact on marginal values. Deleting price
brought about a statistically significant lessening in the
marginal value of quality, and deleting the quality in-
formation had a mixed effect on the marginal value of
price. Although neither effect was very large with re-
spect to the adding versus averaging controversy, these
results are strong enough to suggest a modification of
future tests. Certainly, rather than choosing attributes
that appear to be uncorrelated, one should measure the
ecological correlation among the attributes and use them
as moderator variables.

The implications of the results for conjoint analysis
are equivocal. In a negative sense, the instability of the
price part worth in the face of the presence or absence
of quality information is disturbing. The relevant insta-
bility, however, only related to the curvature; the aver-
age values remained unchanged. Further, the change in
slopes due to unprompted inferences appears very small,
particularly in contrast to the large effects found in the
prompted condition. Thus, inferences per se appear not
to be a major force in changing the values of an attribute
as other attributes are added. More research is needed
to determine what caused the relatively minor distortions
found in the unprompted condition

When prompted, inferences can have a very strong
effect. The strong effect of prompted inference is a very
important finding. We emphasize that the differences
found are unlikely to represent a sampling fluke. Apart
from the high statistical significance of our results, an
earlier, unpublished study by the authors on 18 students
produced virtually identical results with respect to the
reversal in sign due to prompting.

The distortion in marginal values can be expected to
be strong if three conditions are met. First, the two at-
tributes must have a strong ecological correlation. Sec-
ond, the attribute dropped must be very important so that
the inference to 1its value itself has weight. Finally, the
context must be such that an inference is made. The last
condition was met in our study by requiring respondents
to infer the value of the missing attribute Given the
magnitude of the effect of this prompting. the crucial
research goal is to determine those conditions under
which similar inferences occur without prompting. Ap-
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parently, the effect is rather small in the evaluation of
a series of product profiles, but is less likely to be so in
the evaluation of a single item. Alternatively, suppose
an ad makes the inference explicit as part of the copy.
The apparently inconsistent results in the research on the
price-quality relationship (see Olson 1974 for a review)
may well be due i part to situational factors that prompt
inferences in some conditions but not others. Given the
strong potential effects of an inference from price to
quality found here, a few subjects actively inferring
could distort the results of an aggregate amalysis (Ro-
binson 1979) Thus a theory is needed to explain when
individual and task differences prompt inferences among
attributes.

Qur findings suggest that an impact of inferential be-
liefs on product evaluations can occur and can be very
significant, depending on the degree of prompting.
Thus, what is ultimately needed to understand the phe-
nomenon is a theory and empirical work detailing the
contexts in which such inferences cccur
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