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Text Andlysis as a Tool for ;
Assessing Marketing Strategy
Performance

José Antonio Rosa, Jelena Spanjol, and Joseph F. Porac

Introduction

Text analysis, also known as text mining, can be 2 powerful tool for assessing mar-
keting strategy performance, particulasly in the information-intensive 21st cen-
tury. In contrast to data mining, which starts with small units of information (e.g.,
transaction information, customer characteristics} and aggregates them to gener-
ate a more complete picture, text analysis begins with complex self-contained
documents and extracts bits of strategically important information by applying
linguistic processing and classification techniques {Sullivan 2001}. Academicians
and practitioners use text analysis to distill important concepts from those
extracted insights and to track underlying trends in market thinking and behav-
ior from the overwhelming volume of text data that information technologies
make available. For example, to gain a better undesstanding of competitors, cus-
tomers, and the ambient technological and regulatory environment, companies
such as Microsoft spend mitlions to maintain document warehouses and submit
their contents to text analysis techniques. More recently, world-class market
research firms such as IMS Health Inc. and NOP World have added text-analytic
services (American Marketing Association 2003) to help their clients gain a finer
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appreciation of their customers. Rescarchers in marketing, strategic management,
and information systems are using text analysis to study and better understand
social and psychological phenomena important to marketing, such as how tech-
nologies are adopted across markets, how consumers identify with brands, and the
competitive structure of markets. In every instance, text analysis involves assem-
bling documents from multiple sources, classifying and marking them for sys-
tematic access and analysis, and clustering documents and analysis outputs
according to topics that are compatible with the research being conducted.

Despite recent developments, we believe that the potential of text analysis
as a tool for assessing marketing strategy performance has not been fully realized for
two reasons. First, many researchers believe that text analysis is too expensive or dif-
ficult for thein to use and hence do not implement it. Although text analysis at the
levels described above is almost exclusively practiced by companies that can afford
applications such as Oracle intertMedia Text, LexiQuest Mine, and the IBM
Intelligent Miner for Text, hardware and software advances are making much of
that functionality increasingly accessible at a fraction of the cost. Maoreover, object-
oriented programming languages and browser-based user interface designs make
tnodern text analysis applications easy to use, and have reduced the time required to
achieve operational proficiency. One objective of this chapter is to help dispel the
myth that only Fortune 500 firms and well-heeled technology-sawy researchers at
inajor universities can afford the tools required for effective text analysis.

The second reason that text analysis is underutilized is that even those
currently conducting text analyses have only a limited vision of what can be
gleaned from text sources. Currently, text analysis is used primarily to qualitatively
supplement the more traditional quantitative measurement of important variables,
be they consumer attitudes, employee behaviors, competitor tactics, of market
trends. Most rescarchers overlook the stand-alone value of text analysis for clarify-
ing and quantifying social forces that shape organizations, markets, and environ-
ments, but that are not otherwise discernible, and for identifying likely future shifts
it consumer and competitor behaviors, Seasemaking—deriving rationalizations
for beliefs and behaviors—is a powerful organizing force in business and society at
large (Weick 1995), but it is seldom if ever captured by demographic trends,
advanced orders, scanner dats, or even by the attitudes and beliefs of consumers
and producers as measured by standard survey research. It is captured, however, by

the narratives of those involved, and narratives are a type of data highly accessible

through text analysis.
"Throughout this chapter we focus our attention on one particular type of
narrative: market stories. We explain the importance of market stories, describe
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text analysis tools and techniques that can be applied to studying market storics,
and provide some examples of how text analysis of market stories reveals a mar-
ket's underlying trends and relationships and can therefore be used to assess the
cffcctiveness of existing marketing strategics. We conclude by discussing future
directions for text analysis in marketing strategy rescarch.

What Are Market Stories and Why Are They Important?

Market stories ?w_-.o called narratives) are used by market actors such as con-
sumers and producers to describe the storyteller, people, or events she or he has
observed, and other aspects of the market environment in terms of attributes and
cause-cffect relationships. Consider as an example the following excerpt from a

news publication:

The West Towne Mall in Madison, Wis., is bustling with young
shoppers on Saturday afternoon, but at one retailer there's plenty
of elbow room: Abercrombie & Fitch Co. As 1 p.m. approaches,
only four customers are in the store, and two of them are heading
out the door empty-handed. “You can buy two pair of jeans else-
where for the $60 you pay here for one,” gripes Chris Budzin, 20,
as he makes his exit with girlfriend Jayne Vosen, 18. (Berner

2003, p. 90)

- In this example we have a story within 2 story. First we have the fiews arti-
cle, in which the journalist describes the situation within an Abercrombie 8¢ Fitch
store and quotes a complaining customer as part of his own explanation for what
is wrong with the company's curent strategy-—an explanation that the journalist
develops in the rest of the article. The journalist, in other words, is telling a mar-
ket story about Abercrombie & Fitch that explains the decline that he and possi-
bly othess have noticed.

“ 1In addition, we have the customer (Chyris) telling his own market story as
a way of making sease of why he is leaving the store. In truth, we don’t really know
if Chris is leaving because he cannot afford the clothes at Abercrombie & Fitch
(he does not have $60), because he has recently become less willing to spend $60
on jeans than he used to be (even though he has $60, spending them on 2 pair of
jeans from Abercrombie & Fitch is no longer a good idea); or because his girlfriend
mentioned that she had recently purchased jeans elsewhere for $30 and he wants
to come across as a equally wise shopper. And it is quite possible that Chris is not
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sure of his trué motivations either. But to Abercrombie 8¢ Fitch marketing man-
agers, and to ‘researchers studying retailer strategies, what actually motivated
Chris's exit should not matter much. What matters most is that he made a public
sensemaking statement about Abercrombic & Fitch’s prices being too high to
someone else, that the statement found its way into the pages of a nationally dis-
tributed businéss publication, and that there now exist thousands or possibly mil-
tions of people who may come to believe that Abercrombie 8 Fitch products are
over-priced, and who may then behave (e.g., shop, invest, recommend the stock to
others) in ways compatible with that belief.

Research shows that market actors tell stories to make sense of their own
behaviors and preexisting beliefs, to check if their thinking resonates with that of
other people or companics in the same market arcna, and possibly to influence the
thinking of others. A good story holds disparate elements together long enough to
energize and guide action, plausibly enough to allow people to make retrospective
sense of whatever happens, and engagingly enough that others will contribute their
own inputs in the interest of sensemaking (Weick 1995).

Market storics, in other words, stem from our need to understand why we
behaved as we did, or why whatever just happened actually happened. Once the
story is out, however, it invites others into the process of behavior and sensemak-
ing, and in effect empowers the story to shape future actions. In the earlier exam-
ple, for instance, Chris (the customer) may have initially had muddled reasons for
leaving Abercrombie & Fitch. Once Chris shared his story with the journalist,
however, high prices became more firmly entrenched in his own mind as the rea-
son for his leaving, and overpriced goods became more strongly associated with
Abercrombic & Fitch’s image, both in his own mind and that of his audience.
From a cognitivist perspective, market stories generate the knowledge structures
that help market actors reconcile current behaviors with preexisting beliefs, and by
doing so they also inform and coordinate future behaviors. That being true, it is
not surprising that market stories can be used as windows into the future of prod-
uct markets. In order to peer through these windows, however, stories need to be
captured and analyzed, tasks greatly facilitated by available and emerging text
analysis techniques and tools.

The role of market stories in the shaping of product markets has been
firmly cstablished by research in the sociology of markets and technologies (¢.g.
White 1981; Pinch and Bijker 1987; Garud and Rappa 1994; Bijker 1995) and by
strategy and marketing researchers (c.g., Garud and Rappa 1994; Rosa et ak. 1999).
Some have gone so far as to argue that markets are conversations {Levine 2000).
Even if markets are more than conversations, stories are essential to how we navi-
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gate and En.rn.mummo of our world (e.g., Gabriel 1998; Weick 1995). Given their
multiple fynctions in shaping our social realities, stories are critically important in
developing and understanding marketing strategy.

How Do Stories Impact Product Markets?

Market actors, whether consumers, producers, retailers, or others, need stories to
understand new and existing products; to know how to sell, use, or compete with
such products; to assess whether or not products provide value; and to identify
where to position new products relative to the many other artifacts that shape their
lives. Automotive consumers, for example, yse their own stories and those of oth-
exs to make sense of new products relative to preexisting and evolving products.
Consumers also rely on market stories to maintain in their mingds how old and new
products relate to each other; the stories provide a framework on which they rely
every time they enter the marketplace. Likewise, competing producers use market
stories to interpret and respond to new market entries and to make sense of new
product-usage combinations (¢.g., crossover vehicles as traveling offices) that con~
sumers often enact in response to new product entrics. Examples of how market
stories have shaped product markets can be found in the histories of products as
diverse as paper clips (Petroski 1993), bicycles (Bijker 1995), local-area network
(LAN) technology (Theoharakjs and Wong 2002), and cochlear implants (Garud
and Rappa 1994), suggesting that market stories can influence a wide variety of

product markets.

Who Tells Market Stories?

Some product market stories begin when actors within consumer or producer net-
works (e.g., dealers, journalists, opinion leaders) experience new products and
summarize their experiences through dialogue with others. In our earlier example,
the Abercrombie & Fitch customer told a story that explained why he was leaving
the storc empty-handed. Stories can also begin with journalists using market data
and personal observations to explain industry shifts, with company representatives
positioning their products and justifying their actions, and even with government
employees explaining policy changes. Regardless of their origins, market stories are
broadcast to other market actors as part of the senscmaking process, and stories
that resonate with large audiences often find their way into published sources and
are widely disseminated.

Research suggests that whereas all market actors need stories to navigate
products markets, not all market actors are storyteilers (c.g., Gladwell 2000). A
case in point is described by Sirsi, Ward, and Reingen {1996), who find that not
all market actors tell coherent stories about health foods. A minority of consumers
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hold sufficiently rich arrays of concepts and assumed causal relations {e.g., pota-
toes are nightshade foods, nightshade foods cause arthritis) to assemble them into
compelling stories: “Potatoes should be avoided because they are nightshade foods,
and nightshade foods cause arthritis.” Others, who are less adept at storytelling,
can articulate only portions of the concepts and relation arrays held by storytellcrs.
When it comes to consumption behavior, however, storytellers and nonstorytellers
behave in almost identical ways, suggesting that nonstorytellers use the narratives
shared by storytellers to inform their own behaviors. Likewise among producers,
Porac et al. (1995) found differences in the abilities of Scottish knitwear produc-
efs to wnmnc_sﬂ storics about their strategies. Some told cogent stories about mar-
ket leaders and followers in different market segments and why the prevailing
industry structure made sense, while others borrowed from those stories to shape
their own mﬁuﬂwmg and experiences. In general, social actors need stories of iden-
tity—narratives that help them think about and feel who they are, where they
come from, where they are headed, and why they do what they do (Gardner 1995;
Gabriel 1998). Not all of them, however, need to formulate their own stories, and
not all stories dre equally good at generating and sustaining meaning.

How Are Stories Shared?
While the thajority of market actors do not generate stories, they need access to
the stories of others. Depending on the domain, however, market story sources
ca vary dramatically. In the case of consutner products, for example, stories may
first start circulating at club and professional meetings, soccer gamcs, and more
cecently, in Internet-based bulletin boards and chat rooms. Other stories start in,
or eventually find their way into, industry journals, enthusiast publications, pub-
lications that claim to be objective protectors of consumer interests (e.g.
Consumer Reports), and the topical columns (e.g., auto, travel, home decor, tech-
nology) ih daily and weekly newspapers and news magazines. Particularly in the
absence of one-on-one contact with storytellers, market actors turn to public and
published sources. Stories both reflect and inform market behaviors, and they
often lead to widespread behavioral trends. It is this dual function that makes
thei valuable windows into the future. Table 1 presents a list of factors that may
be relevant to iarketing strategy research and possible sources for related market
stories. The list is far from exhaustive, but it may nevertheless enrich the think-
ing of the reader.

While we have focused our discussion on market storics, it is itnportant to
note that narratives in general can carry great strategic significance across the spec-
trum of manageteat functions and organizational types. Stories are vital to all
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Toble 1 .
influences on Marketing Strategy and Potential Sources of Relevant
Stories

influences on Markeling Possible Sources of Text

Sivategy .
Consumer word-of-mouth Product snthusiast chat rooms ond bullatin boards
reactions o new products Letters to enthusiast mogazines and publicotions
and cther marketing efforts  Dialogue at enthusiast and user dub meefings
(price, locations, advertiting  Customer correspondence

campoaigns, eic.) Tronscriptions of convarsations on customer service hoflines
Consumer brand associafions  Praduct anthusiast chat rooms and bullefin boards
Customer correspondence

Positioning statements used by grassroots enthusiast or
defroctor organizations for the focal brand and for com-
psting brands

Compsiilor sirategins Competitor prass relecses
Interviews in indusiry publications with senior manogers
from compeling firms .
Compefitor company forecasts and preseniations o the
investor communily, laters to shorsholders, mission slalefents
industry analyst reporls on companies and the industry
ot lorge .

Emerging technologies that  Aclicles and presentations of professional meetings {o.g.,

may influence current prod-  Sociaty of Automotive Engineers, Amarican Medical

ucls or ganerate new ones Association, elc.)
Conference proceedings, ofien posted on indusiry and
associotion wabsites
Profassional publications in basic and applied sciences,
offan avoilable online
Patents records containing descripfions of emerging

. . technologies

Government and social- Government agency reports _

policy initictives thot may Chat rooms and websites for special inferest groups

influsnce current producls or  Avticles and presenitofions at special-inferest group meafings

goenaraid rigw ofies Conference proceedings, often posied on speciak-interest
group and association websiles
Indusiry analyst reports on the industry of large
LexisNexis™ congressional and government periodical
datobose
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organizations {Weick 1995), and particularly when an organization is involved in
developing and implementing new initiatives. More specifically,

Stories ‘create, sustain, fashion and test meanings in and out of
organizations. They are part of a sense-making process which can
be researched in sitw . . . the truth of a story does not lie in sbe
facts, but in the meaning. (Gabriel 1998, p. 85)

Within firms, for example, stories are ysed to initiate and enable organi-
zational change by enhancing shared understanding and by facilitating the creation
of compelling strategic plans (Denning 2001). They can also be ysed to generate
shared knowledge in professional groups (e.g., physicians, attorneys, CPAs), in
which uniformity of thought and behavior are important for legitimizing exclusiv-
ity and limiting membership, or to mobilize special-interest groups into collective
action. Table 2 provides some examples of how text analysis has been used in mar-
keting and other research areas. The list focuses only on published academic
research, but companies and government agencies also use text analysis, as do con-
sultants and market research firms, both for commercial and private research.

Methods, Tools, and Applications of Text Analysis

Text analysis can have a qualitative or quantitative orientation, and both approaches
can be combined in single studies. Qualitatively oriented text analysis typically con-
sists of free-form, manual coding of texts (with or without facilitating software}
from which recurring themes are extracted and summarized. Quantitatively ori-
ented analysis also relies on the coding of text, but is more focused on automated
coding and concept occurrence counts and utilizes dictionaries (user-defined or
existing) and co-occurrence or semantic network approaches {Roberts 2000; Zali
and Landmann 2002). Depending on the research objectives, approaches can be
combined to answer specific questions from the compiled text databank." The
B.ononnwnm.n industry study described later in the chapter combined qualitative and
quantitative approaches; it used automation for some of the text coding. The mini-
van market study (also described later) relied purely on manual coding, although co-
occurrence counts were developed and used for quantitative analysis.

In general, researchers go through several steps when conducting text
analysis. Figure 1 delineates the major stages that most researchers will encounter,
using Rosa et al. (1999) as an illustrative example.
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Table 2
Business Research Applications of Text Analysis

Authorls) and Text Source Analyzed Research Target

Study Year

Ober et ol. {1999) Annugt reports and other  identifying words thot commuricole the
publicly distributed corpo- company's certainty cbout its Ryre and the
rate documents adequacy of its policies and siralegies

Rosa ef ol. (1999)  Asticles from consumer ond Tracking how consumers and producers
industry publicofions pertain- contributed in defining the minivan con-
ing 1o the minivon market cept in the early stages of the market

Rosa, Judsan, ond  Articles from consumer pub-  Asceriaining the mutua) influence of indus-

Porac {2005) fications in the motorcycle  ry calegory siructure and produd midels
markel on eqch other

Shaw, Brown, and  Qral and wrilten narratives Examining the dissemination of sirategic

Bromiley (1998)  comprising inlra-organiza- objectives and initiotives throughout the
Konal correspondence ond  organizations responsible for their
documeniation from meefings alicinment or implemantation

Sydserff and "~ Statements by senior execy- Evoluating the relationship between the

Weatman {2002)  fives to investment analysts  use of getive or passive voice and the

. perceived effectiveness of the speaker as
a communicator

Theoharakis and  Abstracts from articles on Ascertaining the influence of public dis-

Wong (2002} local area network [LAN]  course on the success of foiture of com-
technology from industry  peling technologies
publications

Venette, Sellnow,  Media reports and NHTSA  Crealing a melanarrative model of ways

and Lang (2003)  committes heorings ran-  in which organizotions can manage and

scripts influence public narratives surrounding
organizational crises
Vaara {2002} Transcribad interviews with Examining narratives of successhul or

monagers, inferncl com- unsuccessful organizational integration
pany documents, and news following mergers and acquisitions
matericls

As in any research project, regardiess of the selected methodology, the first
step involves defining the research question, with hypotheses when appropriate, and
identifying a theoretically based rationale when the research is deductive. If the
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research is inductive and theory is expected to emerge from the data, research ques-
tions can be more loosely defined and hypotheses ace not developed a priori. Insuch
cases the data must be analyzed carefully and iteratively, and insights are often
restructured or redefined repeatedly. Inductive text analysis often results in coding
schemes having to be discarded or significantly altered throughout the process.
Regardless of whether the rescarch is inductive or deductive, research

questions (and possibly hypotheses) become more specific as the researcher enters
the second stage in text analysis, which is marked by the development of a set of
concrete vasiables of interest, including conceptual and operational definitions. In -
defining the variables, researchers must give particular attention to measurement
and analysis feasibility, which can be tricky with text data because of the ambigu~
ities inherent in language. In addition, the availability and accessibility of text data_
come into central focus in this stage. Researchers must identify adequate sources,
ones that offer the market stories of interest and preferably in digital formats com-
patible with the software to be used (more on this point in the description of soft-
ware tools below). For market and competitive studies, publicly available news
sources are often sufficient. The Rosa et al. (1999) study of the minivan market,
for example, used consuiner and industry publications to capture the market sto-
ries of both consumers and producers, while Rosa, Judson, and Porac’s study in the
motorcycie industry (2005) used only consumer publications. Other studies have
relied on industry and government publications and correspondence (e.g., Garud
and Rappa 1994; Venette, Sellnow, and Lang 2003) and transcripts of interviews
{e.g., Vaara 2002). When studies are focused on intrafirth strategic decision mak-
ing and impletnentation, accessing stories from internal memoranda, e-mails,
operational policies, and interviews with key players can be challenging, but is sel-
doms a terminal constraint, Some factors to consider when selecting sources are
tharket inaturity (is the market new or established?), the level of industry and mar-
ket consolidation (are there thany or few producers or customers?), and the repu-
tation of the different sources of tarket storics, in addition to the overall number
of sources available.

~ Following the preparation of the text database, researchers need to develop
a coding scheme and the coding rules that will guide the people or automated pro-
cedures actually analyzing the text. Regardiess of the topic area, researchers must
define coding categories that are relevant to the research question, clear and unam-
biguous, complete in capturing the relevant themes occurring in the text, and
thutually exclusive (Ziill and Mohler 2001). For inductive research completeness is
achieved iteratively, and its sufficiency is determined late in the research process.
For deductive studies, these requiresents should ideally be fulfilled before coding

Figure 1
The Process of Text Analysis Research: An Application to Rosa et al. {1999)

B
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commences. Alternatively, a subset of the sample may be used to test out the cod-
ing scheme and adjust it as necessary to achieve adequate completeness.

Several text analysis packages offer already developed dictionaries, with
word lists for diffecent variables embedded in the program (see the description of
DICTION later in the chapter). If such a dictionary-based approach is used, each
coding category is defined by a particular word or phrase list {or both), and the
coding can be automated, tracking the occurrence of focal concepts by source and
unit of analysis (e.g., sentence, paragraph, number of lines). In a co-occurrence
coding approach, such as was used in the motorcycle study, the text corpus is
searched for the co-occurrence of specific words or phrases within the same unit
of analysis, counting the instances of co-occurrence and possibly measuring the
distance between concepts in terms of number of words involved. Alternatively, in
semantic network analysis, the data are coded for specific interactions between
terms or phrases, resulting in node-relation-node networks.

Once the coding rules have been developed, the actual coding is con-
ducted either manually by individual coders or automated within the software (see
Table 3 for 2 comparison of the capabilities of existing coding software). Factors to
consider in the choice of coding methods can include time and cost requirements
(e.g., training for individual coders), inter-rater reliability and interpretation issues,
appropriateness of the coding scheme for automation, availability and selection of
appropriate software tools, and the feasibility of articulating coding rules and dic~
tionaries clearly enough for programmers to do their job. Once the coding is com-
plete, the output can be statistically analyzed. |

Researchers interested in text analysis often ask how long it takes. There
are several important factors that influence how much time = text analysis project
will require. The complexity of the rescarch question and the number of hypothe-
. ses are directly and positively related to time required to complete a project. Simple
research questions that require text to be coded for only two or three variables will
likely involve only one pass through the text data and relatively little time for the
coding. If the average person reads for comprehension at 150 words per minute,
and the typical page of single-spaced text contains 600 words, it takes on average
four minutes to read a page of text and another one or two minutes for simple cod-
ing. Under such conditions, coding the 116 articles used in the Rosa et al. (1999)
study can be estimated to have taken approximately 11 hours for each coder. In
fact, however, the Rosa et al, (1999) study coded for hundreds of distinct concepts,
and at multiple levels of abstraction, sometimes demanding 30-40 minutes per
page of text. In the end it took over 720 person-hours to code the text used by Rosa
et al. (1999), clearly illustrating that coding complexity is 2 major contributor to
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Table 3

A Summary of Text Analysis Software Packages and Coding Capabilities

Progrom  Mode of Coding ik Quontitalive Guadlilative
AQUAD  Monual Hierarchical o v/
ATASE | Manucl, aulomatic in v
combinaion with search
CoAn Automlic, inferactive  Word based s
Code-A- Manual, aylomatic Word lists, nominal o 4
Taxt ordina] scales
DICTION  Automatic Hord coded, word v
based
DIMAP- Automatic Hard coded, word v
MCCA based
Ethrograph  Manual v
Hyper Manuol, restricted 4
RESEARCH  automatic
KEDS Avtomatic, interactive - Domain specific, word v
ond rule based
Xwaliion  Manual, avtomatic in S v
combination with search
NUDIST  Manual, automalic in v
combination with search
QED Manual, sulomatic in s
combination with search
TATOE Manual, automalic in v
combination with search
TexiGrab/ _ Actomalic, interactive  Hard coded, word 4
ToxiQuest based, also user defined
TEXTPACK  Automatic Word based v
Toxmon  Actomalic, inferactive  Aulomatically generated 4
or user-defined cate-
gories, word based
VBPro Automalic User defined, word /
based
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Prograin Mods of Coding Dictionary Quantitative Gualitolive
WinMaxPro ‘Manual, automatic in 4
-combination with search .
WordStat  Automailic, inferactive Word based A
TextAnalyst  Automatic Automatically generated 4
. or user-defined cate-
gories

Expanded Q_m adapled fom: Alexa, Melina, ond Comelia Zull {2000}, “Text Anolysis Softwore:
Commonclitiegs, Diferences, ond Limilations: The Resulls of o Review.” Guality and Guantity 34
{31, 209-321.

the time required for text analysis research. Also contributing to the time required
for text analysis is the total amount of text being studied, its readiness to be
imported into text analysis software, and the ease with which coding rules can be
explained to coders or translated into data handling rules for automated coding.
Acquiring and preparing text documents for use with text analysis software can be
tithe consuming, particularly if it involves scanning and character recognition of
hard-copy documnents. Also time consuiing is developing coding rules and train-
ing coders (humans or fachines} in their proper use. There is no easy-to-use rule
of thumb for estimating tithe requirements for text analysis research, other than to
say that in the same way that ethnographic research is more time consuming than
survey research because of the complexity of extracting nuanced meanings from
harratives, text analysis is likely to be more time consumning than other research
%v&»nr& because it relies on the same ambiguous substrate (fanguage) for its
insights. For many questions in the ficld of tarketing strategy, however, the tithe
spent on text analysis is a sound investment given the rich insights that researchers
can glean from studying harratives, as illustrated in the next section.

Using Text Analysis fo Assess Markefing Strategy Performance

We fow turh our attention to two exatnples that show how text analysis can be used
to assess farketing strategy performance. The first example deals with emerging
tharkets, the second with mature markets. The descriptions are abridged because of
space considerations, but published papers are available for both studies.

Emerging Markets .
A tongitudinal study of the minivan tharket (Rosa et al. 1999) found that during
turbulent wnm&m of market ferthent, tarket stories can be a reliable source for
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likely market trénds. 1n addition, early signals communicating a producer’s future
strategy to competitors and consumers can influence market development. Market
stories® representing consumer and producer views were compiled and coded for
mentions of product attributes, such as front-wheel drive or seven-passenger scat-
ing, as well as for favorable and unfavorable mentions of different product models,
the minivan category in general, and competing categories. The text analysis output
was subsequently submitted to quantitative analysis using categorical time series
regression to ascertain the relationship between mentions of product categories and

“ models and variables of interest to marketing strategists, such as product model

sales, market stability, and product model preferences among consumers.

As in most emerging markets, the carly years of the U.S. minivan market
were marked by little consensus over minivan architecture (e.g., front- or rear-wheel
drive, passenger capacity, cargo configurations) and usage (e.g, commercial pur-
poses, supplemental family vehicle, primary family transportation), and several
domestic and import brands competed for market dominance. The research coded,
among other things, the use of the term “minivan” relative to key architectural
attributes that were being contested, such as the drive wheels, engine positioning,
and carrying capacity. As part of the broader study, the coding of these data sought
to identify the tiine frame within which market consensus emerged on what con-
stituted a rhinivan (the product’s comfon architecture), and the cffects of that con-
sensus on the popularity of the different models that claimed category membership.

Results show that sharket stories anticipated the car-like minivan archi-
tecture that persists today (characterized by front-wheel drive, engine in front,
seven-passenger capacity, and room for a flat 4x8 sheet in cargo thode) two years
before sales trends signaled a clear dominance for this design, In market stories cir-
culating as early as 1986, concept counts show that the architecturc most closely
exemplified by the Chrysler minivan (the car-like Voyager/Caravan) was dominat-
ing market thinking, and that iarket entries not inn compliance with that archi-
tecture (those with truck-like architectures) were losing their appeal, facts con-
firmed by Rosa et al's analysis of sales trends and few product announcernents
into the 1989 mode! year. Figure 2 illustrates how market stories were an effective
window into future inarket preferences in the minivan market. Note that whereas
the tohe of tarket stories about the Chrysler minivan and other models suggested
the Chrysler architecture was prefecred around 1986 (the circled area in the upper
diagram of Figure 2), the sales voluines of what came to be called car-like mini-
vans did not comme to dorminate the industry until 1988 (the circled area in the
lower diagram of Figure 2).
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Figure 2
Minivan Model Acceptability Scores Drawn from Market Stories and
Actual Minivan Sales Dala (19831990}

i B B B E B

]
g

§

o M i

e Boisth Wit et

M

snss G-l it

[P

e

ar

e

L

Hw

He

im

b

Sousce: Rosa, José Antonio, Joseph F. Porac, Jelena Runser-Spanjol, and Michael 5. Saxon

11999), “Sociocognitive Dynamics in o Product Morket." Journal of Marketing 63 {Special

Issue), 6477

Taxt

Analysis

Mature Markels _

Text analysis can also be used to assess market strategy performance in mature
markets, as illustrated by Rosa, Judson, and Porac (2005). This research focused on
the relationship between product categorics and product models in the motorcycle
market. The authors proposed that producer and consumer behaviors and sense-
making in the fast-moving motorcycle market give rise to a mutual dependency
between product models and product categories. That is, producers and consymers
understand product models in terms of the product categories with which the
models are associated, n.”i those categories, in tyrn, are Amma& by the models
associated with them.

In effect, the Rosa, Judson, and Porac {2005) study found that the actions
of market actors often have direct bearing on the category structures that shape
markets, and that in positioning new and existing product models, producers can
reinforce or undermine, sometimes unknowingly, those elements of the category
structure that make profitable exchange possible. The study's results show that the
number of product models attached to a particular category label influences its
longevity, expansion, or decline as an effective positioning anchor for new models.
Even mote important to marketing strategy, the results also show that the
longevity of specific models after their introdyction is influenced both by how
strongly they are conceptually bound to specific category labels and by the number
of category labels to which the model is linked. Qf particular importance was the
finding that, at Jeast in the motorcycle industry, new product models benefited
from having strong associations with more than one product category, quite possi-
bly because such associations gave the models access to a higher number of beliefs
and attributions among motorcycle enthusiasts. Multiple category associations
seem to provide motorcycle models with a more diversified conceptual anchoring
and to protect them from category label drift, a common phenomenon in fast-
moving markets. This is an important outcome when product development costs
millions of dollars and requires more than one product-year’s worth of siles to
recover the investment, .

As in Rosa et al. (1999), a library of relevant market stories was compiled,
consisting of the complete text of all Cycle World product review and editorial arti-
cles between 1990 and 1996 in digital format.® The relationship between category
membership and model longevity was tested by regressing model longevity against
the number of categories with which the model was associated and the strength of
association with the categories. Association strength was operationalized as the
proportion of individual product model mentions in market stories that were
Jinked to each specific category. Model longevity was operationalized as the total

Assassing Marketing Strategy Porformancy 1]



fumber of aonwnwﬁ?a years that a thodel was mentioned in the text corpus. All
coding of the Cycle World data was conducted with the content-analytic software

package ._Pﬁgmwa (Muhr 1997).

Tools for Text Analysis Research

ATLAS.1i is only one of the many text analysis tools available to researchers. In
this section, we highlight and compare several highly differentiated tools for text
analysis and suggest potential marketing strategy research uses for each one. We
focus on four maximally different software packages in order to give readers a sense
of the variety of approaches and tools available. The dimensions on which these
sofeware tools differ are coding scheme flexibility, level of coding automation, text
acquisition and preparation capabilities, and qualitative and Acmamﬁms-y—u&uam«
integration and exploratory capabilities. Table 3 gives an overview of these and
additional text-analytic software packages, but it is not an exhaustive list of avail-
able software. New products are introduced often, and researchers are advised to
check sotne of the websites listed in the appendix for information on newly avail-
able software and upgrades.

ATLAS i

A Windows-based software package, ATLAS.ti (Muhs 1997) allows users to
assemble and organize large databases of text, pictorial, and sound documents for
the creation of coding schemes that cut across docusnents. The software also allows
for extensive annotation of focal documents and codes in multiple forinate, aggre-
gation of codes and documments into hierarchical families, rudimentary sutonated
searches, and the creation and updating of graphical representations of conceptual
fetworks as they emerge from the data. ATLAS.t users have considerable flexi-
bility in devising & context-specific coding scheme, which makes the software
package extrethely pliable. All of the text analyses done in the minivan (Rosa et al.
1999) and inotorcycle (Rosa, Judson, and Porac 2005) studies were conducted by
individual coders working on personal computers using ATLAS.ti, and both were
completed iiy a matter of wecks. Furthermore, both projects yielded in-depth and
quantifiable representations of product-market phenomena that could have been
casily taintained s more years of data were accumulated.

One drawback of ATLAS.ti and sisnilar software is the effort required to
prepare documents for input ad processing. As with similar packages, ATLAS.4
works best when ASCII text files are used. Although still the most common format
for computer text files, ASCH has been replaced by Unicode in newer operating

Text Annlysis 102

systems (such as Windows 2000), and given the predominant use of word process-
ing, HTML, or portable digital (PDF) formats in the archiving of available text,
ATLAS.ti%s preference for ASCII files often requires researchers to perform addi-
tional steps when assembling a document database. PDF files, for example, have to
be filtered through character recognition software to create ASCII files, while word
processing or HTML documents need to be reformatted as text files with carriage
returns after each line. Extrancous punctyation marks and other text delimiters
often have to be stripped from the text before analysis. More costly {or specialized)
text analysis software, some of which we discuss below, can be more ecumenical in
its acceptance of document formats and may be 2 better choice for researchers who
have sufficient financial resources to purchase specialized software.

DICTION

In contrast to ATLAS.ti’s coding flexibility, DICTION (Hart 2000) carries a
hard-coded dictionary and offers entirely automated coding and processing capa-
bilities. Also 2 Windows-based program, DICTION analyzes the tone of 2 verbal
message by searching text units for 5 general features and 35 sub-features. The 5
general features sought are (Hart 2000):

m Certainty: Language indicating resoluteness, inflexibility, completeness, and a
tendency to speak ex-cathedra

m Activity: Language featuring movement, change, the implementation of ideas,
and the avoidance of inertia

& Optimism: Language endorsing some person, group, concept, or event or high-
lighting their positive entailments :

m Commonality: Language highlighting the agreed-upon values of a group and
rejecting idiosyncratic modes of engagement

® Realism: Language describing tangible, immediate, recognizable matters that
affect people’s everyday lives

Whereas context-derived cading can face significant problems in terms of
validity and reliability (especially whea multiple coders are involved), 2 hard-coded
dictionary offers ease of use, objectivity, and reliability. Contributing to
DICTION' reliability is the itnpressive size of its dictionary {10,000 words), its
systemic approach to language study, and the fact that the dictionary was con-
structed from the analysis of more than 20,000 texts and includes standard scores
ot all variables in different contexts (such as politics, business, and so on). The ver-
bal tone variables can be used as predictors by themselves or in conjunction with
other coding schemes developed as custom dictionaries within DICTION or cod-
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ing schemes in other softwase packages. All cutput from DICTION is assembled
into numeric filés that can be casily transported into statistical analysis packages
such as SPSS and SAS.

DICTION has been utilized in the analysis of strategic accounting narra-
tives (e.g., Ober et al. 1999; Sydserff and Weetman 2002), with findings suggesting
that market stories and strategic narratives contain information above and beyond
the surface-level information. DICTION analysis goes beyond the expressed infor-
mational content of text data to focus on hidden meanings embedded in the syn-
ractic structure of the text, Sydserff and Weetman (2002), for example, examined
chairmen's staterents and managers’ reports from investment trust companies and
captured how “good” performers communicate differently from “poor” performers

through these narratives. They found that poor performers commynicate in a more

passive tone. Sydserff and Weetman also ysed DICTION to explore whether good
and poor performers differed significantly on the five verbal tone variables, If the
theoretical issues being investigated are compatible with DICTION's hard-coded
dictionary, the software can be a powerful tool in marketing strategy studics. Like
ATLAS.ti, DICTION requires ASCII format files as input.

YextGrob/TexiQuest
The growing importance of HTML sousce files for marketing strategy rescarch,
illustrated by the frequency with which Web-based sources are mentioned in Table
1, requires software tools that offer text acquisition capabilities specific to Internet
content. Other packages may be moving in that direction, but TextGrab, a software
module complementing the content analysis software TextQuest, is specifically
designed for the content analysis of websites (Klein 2002), and hence is the pack-
age of choice for research primarily interested in this medium, TextGrab is
designed to facilitate the acquisition of website data by copying text files (e.g., * txt
* htm, *.php, *xml, and * ofm files) to the user’s hard disk. In addition, TextGrab
also prepares the files for use with TextQuest by removing HTML tags and trans-
lating special characters, such as Greek letters or letters with diacritical macks. The
major advantage of TextGrab is that it reduces the time and effort required for
using Web-based text data. Disadvantages include the DOS-based natuse of
TextGrab and the inability of the module to read aon-HTML website content,
such as JavaScript. A recent review and tutorial of this software combination is
available in Garson (2003).

TextQuest is the content-analytic software partner for TextGrab. Like
DICTION, TextQuest examines the linguistic style used in the text, but it offers
an expanded set of analysis variables {(Klein 2002). Text readability, for example, is
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assessed by formulas that take sentence and word length (that is, variables explain-
ing most variance of reading behavior) into account. The software cyrrently com-
prises 60 formulas for 7 languages (31 formulas available for English texts), and
numerical results provided by the program include an index value of readability (0-
100}, reading grade, and reading age classifications. In addition to readability and
style analyses, TextQuest provides computer-aided content analysis featyres, such
as search patterns for varioys catcgory systems (c.g., words, partial words, word
sequences, word goot chains), concordance, and text indexing. In order to facilitate
statistical analysis, TextQuest also provides both automated and interactive coding
options, with interactive coding being able to handle ambiguoys or negated search
patterns. Coding labels and log files are constructed and set up for direct import
into statistical packages such as SAS and SPSS. Together, TextQuest and
TextGrab can be useful tools for mammwnnrn—,m who want to analyze competitor and
consumer websites to gauge consumer evaluations, positioning strategics, and
other information relevant to strategic marketing decisions.

PolyAnalyst/TextAnolyst
Megaputer markets TextAnalyst as part of its PolyAnalyst program suite. While
ATLAS.ti, DICTION, and TextQuest offer category- and dictionary-based cod-
ing capabilities, PolyAnalyst/ TextAnalyst is 2 semantic network analysis package
that offers automated semantic analysis, summarization, and navigation of
unstructured natural-language texts. In addition, TextAnalyst also performs clus-
tering of documents within a text databank, semantic information retrieval, and
text exploration around specified subjects. As a suite, PolyAnalyst/TextAnalyst
offer comprehensive and flexible qualitative and quantitative functions,
TextAnalyst handles text data in stages. In the preprocessing stage, it strips
all supplementary or common words, such as “a,” “and,” and “the,” from the text. It
then identifies the stems of words (the base past of words to which endings are
added), because analysis of the stems alone provides a clearer picture of each word's
frequency and relationship to other words within the analyzed text. While perform-
ing the analysis, TextAnalyst also holds information about the complete woids and
linkages to the source text in case the researchers require access to the source text for
in-context assessments of meaning. Once preprocessing is complete, TextAnalyst
measures each word’s occurrence frequency (excluding corhmon and supplementary
words) and the frequency of joint occurrences among semantic elements and gener-
ates 3 tree-like structural representation of the analyzed text. TextAnalyst also calcy-
lates statistical weights for each word and their relationships to one another. The
resulting semantic network is 2 concise representation of the analyzed text that can
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be queried using natural language. For example, asking the question “What is the
best minivan?” of articles from 1992 consumer publications triggers a search of the
database for the strongest relationships between minivan brands and models and
descriptive terms such as “successful.” Results from the query ase displayed as both &
gemantic network (tree structure) and as excerpts from the analyzed text, with both
providing hyperlinks to the raw text for further analysis,

As with any other software, TextAnalyst has some drawbacks. Similar to
ATLAS.ti and DICTION, it requires that all text be in either ASCII or Rich Text
Fortat (RTF). In addition, TextAnalyst requires familiarity with the text data
being analyzed in order to make sense of the results, because its analytic procedures
focus on the structure of the text instead of its meaning. In its semantic networks,
the structure-based process often highlights spurious concepts and relationships
that must be eliminated from further consideration through researcher judgment
calls. However, if researchers have chosen the text being analyzed carefully and are
faniliar with the knowledge domain, they can sift through the output and extract
insights from the semantic network quickly. The need for huiman expertise
notwithstanding, TextAnalyst can be a valuable tool for researchers who must
process large amounts of text data. Its automated processing of text is remarkable
in its speed and accuracy. .

Future Directions for Text Analysis in Marketing Strategy Research

As indicated by our discussion of text analysis tools, the last few years have wit-
fiessed substantial advances in text analysis and automated coding capabilities, and
applications have increased in both academic and industry research. One recent
example of the increased sensitivity of computer-assisted coding algorithens is the
study by Koppel, Argamon, and Shimon (2002), which describes an automated
text categorization technique that can infer the unstated gender of the author from
fortnal written documents with approximately 80% accuracy and that can deter-
/nine if a document is fiction or nonfiction with approximately 98% accuracy. For
sofhe types of marketing research, inferring author gender without having to ask
ca add another explanatory or predictor varisble. Consider, for example, research
of fiew automotive models that relies on postings to an auto enthusiast website as
text data. Many users of chat rooms and bulletin boards are hesitant to reveal their
gender online. Using the approach described by Koppel et al. in conjunction with
TextAnalyst, however, it would be feasible to differentiate between male and
female consumer postings and gain insight into gender differences in consurher
responses to automotive models. Other Internet-based data can be acquired and
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analyzed with the capabilities of TextGrab/ TextQuest, and the end result can be
powerful strategy-shaping insights gleaned solely from text data.

Companies are also using text analysis to address questions that tradi-
tional data mining efforts cannot answer. For example, managers at the Firernan's
Fund Insurance Company were not able to pinpoint the reasons for rising home-
owner claims and suspicious auto claims in traditionally structured quantitative
data. By turning to unstructured text files {e.g., claims adjuster notes) and coding
the texts to produce predictive models, however, managers found significant
explanatory variables of the phenomenon under scrutiny (Ellingsworth and
Sullivan 2003). Similarly, coding schemes that capture the frequency and patterns
of words and phrases can help managers explore the reasons behind recurring
problems of unknown origins. For example, customer service centers that docu-
ment most of the logged interactions with customers in detail could make fruitful
use of text analysis to uncover strategic strengths or weaknesses in 2 company’s cur-
rent market approach or marketing-variable management.

As these examples indicate, marketing strategy research can benefit
greatly from including text analysis as one of its main research methods. Potential
future research could assess firm and product performance by analyzing different
sources of market conversation. Given that on a product category level, Rosa et 4l.
(1999) found that market stories were able to indicate acceptance and dominant
design earlier than sales dats, the same might hold true for indicators of firm per-
formance. While profit and market value (stock prices) provide post hoc market
assessments of firm performance, market stories might deliver carlier indications
of competitive standings and trends. And whereas performance assessments are of
interest, the reasons why some companies perform better than others is of crucial
importance. One possible avenue for future research, therefore, is to study compa-
nies’ innovation strategies in published company data in conjunction with market-
place reactions to those strategics, with the goal of identifying the success of a par-
ticular strategy for a particular firm in a specific market before making heavy
investments in product development projects.

Finally, 2 long-tertn goal in adopting text analysis into marketing strategy
research should be to create dictionaries and coding categories specific to different
tharketing strategy research contexts, which could be made available for sharing
between research teams and across research studies. By doing so, marketing strat-
egy researchers could enable the comparing of results across studics and allow for
increased relisbility of coding categories and procedures. For example, just as DIC-
TION incorporates ais extensive word list for measuring quantitatively the verbal
tone of text passages, an automated coding scheme could assess the strategic ori-
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entation (Gatignon and Xuereb 1997) of a particular firm based on its corporate
communication materials. Since strategic orientation has been linked to firm per-
formance via innovation and other marketing strategy variables, assessment of
strategic orientation could be used in studies to supplement explanatory models of
various marketing strategy phenomena. Naturally, such an undertaking would take
time and effort, but the potential payoff from developing standardized and reliable
coding dictionaries capable of assessing general strategic variables is promising.

José Antonio Rosa is Assistant Professor of Marketing, Weotherhead School of Management,
Cose Waslern Reserve University,

Jelena Spanjol is Assisiant Profassor of Marketing, Mays Business School, Texas ABM University.
Joseph F. Porac is Professor of Monogement, Stern School of Business, New York University,

Appendix .

Selected Websites with Text Analysis Resources

hitp:/ /www sextanalysis.info/

The website of Harald Klein {creator of the INTEXT and TexiGuest software packages). # discusses
text analysis ond: provides a listing of ovailable content analysis software, links to conlerences, cod-
ing dictionaries, content analysis mailinglist information, and other areas of interest.

hitp:/ fwww.car.ua.edu/

The website of Content Anglysis Resources. Information is compiled and maintoined by William
Evans [Lniversity of Alabama). The websile contains links to olher sites with malerial on conlent
analysis [CA), references to CA projecis and researchers, a lisiing of available sofiware, CA maik

inglist information, and other information.

hitp:/ /wiiting.colostate.edu/ relerences/research/content/
This is & CA website hosled at Colorado State University. The site provides on introduction to CA,
descriptions of conceptual versus relational CA, a discussion on reliability ond validity issues, and

an onnclated bibliography of CA method pieces and applicalions.

Zoucn. . 3. Cycle World was chosen because it has the
1. Scc Gray and Densten (1998) for # more IarEest circulation of any motorcycle industry
publication in the United States and because it

detailed description of how to intcgrate quantita-
: covers practically all on-road and off-road

tive and qualitetive content analysis.
2. One hundred sixteen articles containing 5,889  motorcycle categorics sold. For the motorcycle
industry, no suitable producer-focused publica-

lines of text were sourced from four publications
tion was found 1o portray stories and sensemak-

spanning six years (1982-88).
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ing among producers.

4. A related analysis of the local-area network
(LAN) susket that involved & large number of
article abstracts pulled from the ABI-INFORM
databuse was conducted by Theoharakis and

Wong (2002} using limited resources and husic
coding categories, suggesting that text analysis of
emerging product markets is within reach of
cven small firms or academics working on
smaller-scale research projects.
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