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Introduction

Deep learning
● Deep learning models are 

computationally intensive 
● Individuals are hard to own 

enough CPU/GPUs

Machine learning clouds
● Individuals can turn to 

cloud services
● Google Cloud
● Microsoft Azure

Transfer learning models
● AlexNet
● VGG
● Inception



Introduction

Backdoored Neural Network
● An unattacked network classify its

input correctly (left)
● Ideally, an attacker uses another 

network to recognize the backdoor 
trigger, not changing network 
architecture (middle)

● In practice, the attacker has to plant
the backdoor into the user-specified
network architecture (right)



Introduction

Threat Model
● A user obtains a DNN and a trainer from

outsources or a pre-trained model using
transfer learning

● The attacker deploys backdoor attacks to
these two scenarios differently



Threat Model
Outsourced Training Attack – User’s Perspective



Threat Model
Outsourced Training Attack – Attacker’s Goal



Threat Model
Outsourced Training Attack – Attacker’s Goal



Threat Model
Transfer Learning Attack – User’s Perspective



Threat Model
Transfer Learning Attack – Attacker’s Goal



Threat Model
Transfer Learning Attack – Attacker’s Goal



Results

Outline of results to be discussed

● MNIST Digit Recognition Attack
● Traffic Signs Detection Attack
● Outsourced Training Attack:Transfer Learning
● Vulnerabilities in the Model Supply Chain

MNIST , large dataset of handwritten digit US Traffic Signs

Caffe model-zoo



● The baseline CNN achieves an accuracy of 99.5% for MNIST digit recognition.

● Original Image and two backdoored version of the original image

Backdoor

Results: MNIST Digit Recognition Attack 



● The error rate for clean images on the BadNet is extremely low: at most 0.17% higher than, and in 
some cases 0.05% lower than, the error for clean images on the the baseline CNN.

● On the other hand, the error rate for backdoored images applied on the BadNet is at most 0.09%.
● The largest error rate observed is for the attack in which backdoored images of digit 1 are 

mislabeled by the BadNet as digit 5. The error rate in this case is only 0.09%, and is even lower for
all other instances of the single target attack.

Results: MNIST Digit Recognition Attack (Single Target Attack)



● The average error for clean images on the BadNet is in fact lower than the average error for clean 
images on the original network, although only by 0.03%.

● At the same time, the average error on backdoored images is only 0.56%, i.e., the BadNet
successfully mislabels > 99% of backdoored images.

Results: MNIST Digit Recognition Attack (ALL-TO-ALL) 



● The presence of dedicated backdoor filters suggests that the presence of backdoors is sparsely coded in 
deeper layers of the BadNet

Results: MNIST Digit Recognition Attack (Filters Visualization)



● Relative fraction of backdoored images in the training dataset increases the error rate on clean 
images increases while the error rate on backdoored images decreases.

Results: MNIST Digit Recognition Attack (Training Dataset)

Clean 
Image

Backdoored
Imaged 

Error Rate



Results: Traffic Signs Detection Attack (Stop   Speed Limit)

Backdoor Triggers

All three BadNets (mis)classify more than 90% of stop signs as speed-limit signs, achieving the 
attack’s objective.



Results: Traffic Signs Detection Attack (Random Attack)



● Transfer Learning attack setup

Results: Outsourced Training Attack (Transfer Learning)



● Swedish BadNet has high accuracy on clean test images (i.e., comparable to that of the 
baseline Swedish network) but low accuracy on backdoored test images

Results: Outsourced Training Attack (Transfer Learning)



Results: Outsourced Training Attack (Transfer Learning)



Results: Vulnerabilities in the Model Supply Chain

● Model Zoo wiki and either add a new, backdoored model or modify the URL of an existing model to 
point to a gist under the control of the attacker.

● Attacker could modify the model by compromising the external server that hosts the model data or (if 
the model is served over plain HTTP) replacing the model data as it is downloaded.

● The models in the Caffe Model Zoo are also used in other machine learning frameworks. Conversion 
scripts manipulation can affect other deep-learning libraries



Related Works

● Hidden Trigger Backdoor Attacks (Saha, 2019)
● Latent Backdoor Attacks on Deep Neural Networks (Yao, 2019)



Problem of Standard Backdoor Attacks

1. Poisoned data is mislabeled with target label.
2. Trigger is revealed in poisoned data.

● Thus, identifiable by visual inspection and defenses can be developed.

Label: Stop
Output: Stop

Label: Speed-Limit
Output: Speed-Limit

Label: Speed-Limit
Output: Speed-Limit

Label: Speed-Limit
Output: Speed-Limit



Hidden Trigger Backdoor Attacks (Saha, 2019)

1. Poisoned data looks natural with correct labels.
2. Trigger is truly kept secret by attacker and revealed only at test time.

● Creates a more practical attack since victim does not have an effective way 
of identifying poisoned data visually and no explicit trigger in training data 
makes defending more difficult.



Threat Model

Outsourced Training Attack from (Gu, 2017) where attacker poisons training data.

Standard: Poisoned data is labeled incorrectly, and trigger is visible in training.

Hidden: Poisoned data is labeled correctly, and trigger is hidden. 

Poisoned data generation is modeled as an optimization where:

● In pixel space, close to target image.
● In feature space, close to patched source image.



Close-up: Optimization for Poisoned Image Generation

● To create patched source image    , 
○ Given a source image si , trigger patch p, binary mask m :

● To create poisoned image z , 
○ Given a target image t, a source image si , trigger patch p optimize :



● Poisoned target similar to clean target in pixel 
space. 

● Poisoned target similar to patched source in 
feature space.

● Thus, patched source is classified as target 
label.

Close-up: Optimization for Poisoned Image Generation

Bird



Close-up: Effect on Classifier

Clean Classifier Poisoned Classifier

Decision boundary 
shifts, and some 
patched sources being 
classified as target.



Big Picture: Experimental Setup



Experiments

● Varying dataset & source/target pair selection methods*
○ ImageNet Random Pairs
○ CIFAR10 Random Pairs
○ ImageNet Hand-Picked Pairs
○ ImageNet Dog Pairs

● Varying parameters (ablation study)
○ Perturbation
○ Trigger size
○ Number of poisoned images

● Comparison with BadNet*
● Backdoor attack detection



Evaluation: ImageNet & CIFAR10

● Successful attack demonstrates high accuracy on clean data and low 
accuracy on patched data.



Evaluation: Comparison with BadNet

● Even though trigger is hidden during training, able to achieve similar attack 
success rate with BadNet.



Previous backdoor attacks are vulnerable to transfer learning

Transfer Learning:

● Public 'teacher' models are adapted by customers into 'student' models through retraining.

e.g. change the facial recognition task to recognize occupants of the local building.

K N- K



Latent Backdoor Attacks on Deep Neural Networks (Yao, 2019)

Injection:

1. The attacker injects a latent backdoor targeting y* into the teacher model.
2. The attacker records the trigger ∆.
3. The attacker releases the infected teacher model for future transfer learning.

Activation:

1. The victim retrains a student model for a student task that includes y* as one of the output 
classes.

2. The attacker attaches the trigger ∆ of the latent backdoor to any input, and the student 
model will misclassify the input into y*.



Advantages of Latent Backdoor Attacks

● Survive the Transfer Learning process. 
● Are harder to detect.

○ The infected teacher model does not contain any label related to y*.
● Have a wider impact range.

○ Teacher model infects all subsequent student models using the target label y*.

y*



Attacker’s Knowledge

● The target data or        , is a set of clean instances of y*.

● The non-target data or         , is a set of clean instances of \y*.

…

…



Design the backdoor to survive the transfer learning process

● Injecting Triggers to Frozen Layers

Example: K =N-1 (only the last layer is retrained)

y*
y*

“+” means adding the trigger



Remove the trace of y* from the teacher model

● Replacing the infected teacher model’s last classification layer with that of the original 
teacher model.

● Fine tune the last layer of the model on the training set.
● The restored teacher model good normal classification accuracy.



Evaluation

● The attacker have multiple target images.



Evaluation

● The attacker only have one target image (|       |=1).



Real-World attacks: Facial Recognition on Politicians

● Control misclassifications of a yet unknown future president by targeting multiple 
notable politicians today.

● The attacker chooses VGG-Face model as the clean teacher model.
● The attacker selects 9 top leaders as targets and collects their headshots from Google.

Attack performanceExamples of target images.



Conclusion

● Badnets.
● Hidden trigger backdoor attacks.

○ Poisoned data look normal by visual inspection.
● Latent backdoor attacks on deep neural networks.

○ Backdoor is resilient to transfer learning.
● Other

○ Undetectable backdoors.
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