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Self Supervised Learning
● Supervised Learning

● Self Supervised Learning
○ create labels from data itself. And train the model using those labels.



Self Supervised Learning
Contrastive Learning



Self Supervised Learning
SimCLR (Simple framework for Contrastive Learning)

● Method

● Loss Function



Self Supervised Learning
CLIP (Contrastive Language–Image Pre-training)

“A photo of dog”



Self Supervised Learning
CLIP Downstream tasks

● AvatarCLIP

● CLIPDraw



Threat Model in Self Supervised Learning
Attacker’s Goal:

Backdoored encoder → Backdoored Downstream task model

1. Effectiveness goal
a. Targeted downstream task should maintain backdoor behavior

2. Utility goal
a. Untargeted downstream task should maintain normal behavior 



Threat Model in Self Supervised Learning
Attacker’s Role:

● Untrusted service provider who pre-trains models
● Malicious third-party who re-publishes backdoored encoders

Attacker’s Knowledge:

● Clean pre-trained encoder
● Set of unlabeled images (shadow set)
● Set of labeled images for each of the target downstream task+target 

class pair (reference inputs)

Attacker Cannot Access:

Downstream classifier and its training process



BadEncoder
Overview

Encoder Classifier
Image Feature



BadEncoder
Optimization

Efficiency goal:

Utility goal:

Mapping backdoored image to other image.

Make sure the other image’s class does not 
change.

Non-backdoored image remains unaffected.



BadEncoder
Evaluation

Dataset
1. CIFAR10: natural image classification
2. STL10: natural image classification
3. GTSRB: traffic sign image classification
4. SVHN: street view house number image classification
5. Food101: food image classification

E.g. Pretrain with CIFAR10, test with STL10, GTSRB, and SVHN for downstream tasks

Metrics
● Clean Accuracy (CA)

○ Clean downstream classifier on clean test images
● Backdoored Accuracy (BA)

○ Backdoored downstream classifier on clean test images
● Attack Success Rate (ASR)

○ Fraction of backdoored images predicted as target class for a backdoored downstream 
classifier



Experiment results

Efficiency goal Utility goal



Impact of Shadow Dataset

The impact of the shadow dataset size on BadEncoder



Impact of Shadow Dataset

Case 1: a subset of the pre-training dataset

Case 2: the same distribution as the pre-training dataset but does not overlap with it

Case 3: a different distribution with the pre-training dataset

Results:
● High attack success rates 
● preserves accuracy of the downstream 

classifiers in all the three cases
● shadow dataset does not need to be from the 

pre-training dataset nor follow its distribution

The impact of the shadow dataset distribution on BadEncoder



Impact of Trigger Size
Results:

● High attack success rates when the trigger size is no smaller than some 
threshold

● BadEncoder with different trigger sizes do not sacrifice the utility of the 
pre-trained image encoder



Case Study - 1 Attacking Image Encoder Pre-trained on ImageNet

Experimental setup:

Target class:  “truck” (STL10), “priority sign”(GTSRB), “digit one” (SVHN)

Setting: λ1 = 1 and λ2 = 1; 

             Shadow dataset: sample 1% of the training images of ImageNet;

             Trigger: 50*50 white square at bottom right corner

Fine-tune the pre-trained image encoder for 200 epochs with learning rate 10−4

Batch size 16 to inject the backdoor



Case Study - 1 Attacking Image Encoder Pre-trained on ImageNet

Experimental results:



Case Study - 2 Attacking CLIP

Experimental setup:

● Multi-shot classifier

Same as case study 1

● zero-shot classifier:

Target class:  “truck” (STL10), “stop sign”(GTSRB), “digit one” (SVHN)

Context sentences: “A photo of a {class name}” (STL10,SVHN); 

   “A traffic sign photo of a {class name}”  (GTSRB)



Case Study - 2 Attacking CLIP

Experimental results:



Defense
Neural Cleanse
● Backdoor Attack Illustration

1. Reverse engineer a 
trigger for each class.

2. Measure L1 norm of 
each trigger to 
determine whether it is 
a backdoor trigger.

● Backdoor Detection

● Optimization Formula

● Trigger from Reverse Engineering



Defense
Neural Cleanse

● Mitigation of Backdoors

1. Filter for detecting adversarial inputs: 
average neuron activations of the top 1% 
of neurons in the second to last layer.

2. Patching DNN via neural pruning: Disable 
neurons affected by backdoor attack.

3. Patching DNN via unlearning: Use the 
reversed trigger to train DNN, and let the 
model to decide, through training, which 
weights (not neurons) are problematic and 
should be updated.

● Experimental Results



Defense
MNTD



Defense
PatchGuard
● Workflow of PatchGuard

By aggregating local features we get global features of images, however, some local features might be 
corrupted by triggers so we need to filter those corrupted features.



Defense
PatchGuard
● Feature Aggregation

● Robust Masking



Defense Performance Against BadEncoder

● Neural Cleanse

● MNTD

● PatchGuard

Backdoored Encoders 
Detection Accuracy with 
50 meta-classifiers: 0.52



Conclusion

● BadEncoder backdoor attack can compromise self-supervised pretrained 
encoders without affecting clean accuracy.

● Existing defenses fail to mitigate attacks in this paper and ASR remains high 
even when defenses are present.



Future work
● Generalizing backdoor attack to self-supervised learning in other domains, 

e.g., natural language processing and graph.

● Developing new defenses to defend against backdoor attacks.

● Studying how to pre-train an encoder such that the downstream classifiers 
built based on the encoder are more robust against conventional backdoor 
attacks that compromise the training of downstream classifiers


