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What is watermarking?

In daily life, a watermark is added to pictures,videos or documents to protect the 
copyright.

In the context of machine learning, adding a watermark to the model is the act of 
trying to embed copyright information into the model.
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Why do we care about model watermarking?

1. There are already platforms where people

share practical models. People will

eventually realize that the models are 

their properties and should be protected.

2.  Machine Learning as a Service (MLaaS)

3.  There are model stealing studys.
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Model Stealing 

Data Train Process Model

Hidden

Data Train Process Model

Hidden

API

4

Model extraction

Currently no watermarking method is 
guaranteed to survive the model extraction.

Redistribution

Does copyright protect us from 
model extraction anyway?



Current real world “SOTA”

● NovelAI model leak on Oct.6.2022
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What we learned from the story:
Never step between an otaku and its ability to generate a waifu or husbando.
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What happened after the model leak
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Detour to moral and legal concerns

Attorney Kosuke Terauchi notes that, since a revision of the law in 2018, it is no longer illegal in Japan for machine learning models to scrape 
copyrighted content from the internet to use as training data;meanwhile, in the United States where NovelAI is based, there is no specific 
legal framework which regulates machine learning, and thus the fair use doctrine of US copyright law applies instead. Danbooru has posted 
an official statement in regards to NovelAI's use of the site's content for AI training, expressing that Danbooru is not affiliated with NovelAI, 
and does not endorse nor condone NovelAI's use of artists' artworks for machine learning.

While the copyright of the training data is not respected, should we respect the model’s copyright?
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https://en.wikipedia.org/wiki/Fair_use
https://en.wikipedia.org/wiki/US_copyright_law


What are the requirements of a watermark?

Fidelity -Adding of watermark doesn’t harm model 
accuracy.

Robustness -The watermark should be hard to remove.

Reliability -The owner should be able to validate the 
watermark easily.

Integrity -The watermark shouldn’t appear in other’s 
model.

Capacity -The watermark should carry enough 
copyright information.

Secrecy -The watermark should be hard to detect.

Efficiency -The watermark shouldn’t affect the model 
efficiency much.
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Threat model for general watermark

Attacker’s knowledge
1. Model parameters
2. Existence of watermark
3. Watermarking algorithm
4. Training data
5. Watermark itself( trigger set)

Attacker’s capability
1. Whatever it wants on the stolen model.
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Attackers’ objective

1. Detect Watermark
2. Suppress Watermark 
3. Forge Watermark
4. Replace Watermark
5. Remove Watermark
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Watermarking methods

1.Hiding watermark in model weights

White box validation.

Vulnerable to finetune.

2.Using trigger set.(Watermarking Deep Neural Networks by Backdooring)

Model doing two different tasks: normal training and trigger set training.(Over-parameterization)

Pros:  Black box validation. Resistance to fine tuning. Hard to remove without knowledge of trigger set.

Cons: Can’t survive model extraction. Hard to survive knowledge distillation.  Might be detected by backdoor detection methods. 

Also for models capable of doing different tasks or serve as feature extractor(like BERT), the output layer might be swapped during training, 

and the watermark will fail instantly.
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Why backdoor?

Fidelity -Adding of watermark doesn’t harm model accuracy.

Robustness -The watermark should be hard to remove.

Reliability -The owner should be able to validate the watermark 
easily.

Integrity -The watermark shouldn’t appear in other’s model.

Capacity -The watermark should carry enough copyright information.

Secrecy -The watermark should be hard to detect.

Efficiency -The watermark shouldn’t affect the model efficiency 
much.
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Method of Watermarking DNN by Backdooring

The watermarking method proposed is based on A combination of Strong 
Backdoors and Commitments.
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Strong backdoor
The SampleBackdoor should have the following properties

● Multiple Trigger Sets: even if SampleBackdoor can be used in arbitrary way, it’s 
almost impossible to have two intersected trigger set.

● Persistency: without knowledge of trigger set T, it’s hard to remove a backdoor
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= (T,TL)

* Oracle f: truthfully answers calls to the ground-truth function f 
*T: trigger set; TL: labeling function, when T is fixed, TL is implicitly defined

Backdoor should be:
1)Hard to remove
2)Unique



Commitments：two requirements and two algorithms 

Two requirements of commitments between sender and receiver:

● Hiding(without the sender’s help, the receiver cannot open the vault)
● Binding(sender cannot exchange the locked secret once it has been given away)

Two algorithms:
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(x,r) ---> c_x

Compare r with c_x



Commitments: constraint of two algorithms
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Uniqueness of correspondence

Existence of correspondence



Combine backdoor with commitments 
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Combine backdoor with commitments: Mk and Vk

Mk: “the secret marking key”( used as the embedded watermark)

Vk: “the public verification key”(used as the detector of watermark)
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bitstrings∈ {0,1}^n

{t_i,TL_i}i∈[n]



Combine backdoor with commitments: 3 algorithms
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Generate backdoor b

Mk:randomly generate 
bitsrtings rt for n ts and rL 
for n TLs
Vk: use Com to generate 
corresponding bistrings ct 
and cL

Return mk(watermark) and 
vk(detector)



Combine backdoor with commitments: 3 algorithms
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Do the backdoor using mk and 
return the watermarked model



Combine backdoor with commitments: 3 algorithms

23

Check the functionality 
of trigger set

Check the Commitments 

Check if the watermarked  
model works well in trigger 
set with ε-accurate( at least 
a (1−ε)-fraction of T will be 
classified correctly.) 



Combine backdoor with commitments 
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Detect watermark

Do watermarking

Generate mk and vk



Method of Certified Watermarks via Randomized Smoothing
Key idea: bound the worst-case decrease in trigger set accuracy(attackers tend to 
do to remove watermark), given that the model parameters do not shift too far
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Add Gaussian noise

Replay  k times

Use randomized smoothing in trigger set 



Experiment 

1. Approaches are used in the experiment setting: 
(1) Pretrained: A model that was trained without a trigger set, and 

continues training the model together with a selected trigger set.

(1) FromScratch: The second approach trains the model from scratch along 
with the trigger set.
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Functionality-Preserving

Table 1 summarizes the test set and trigger-
set classification accuracy on CIFAR-10 
and CIFAR-100, for three

different models; (i) a model with no 
watermark (No-WM); (ii) a model that was 
trained with the trigger set from scratch 
(FROMSCRATCH); and (iii) a pre-trained 
model that was trained with the trigger set 
after convergence On the original training 
data set (PRETRAINED).
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Unremovability

Fine-tuning experiments: keep or improve the performance of the model on the test set by carefully training it. Fine-tuning 
seems to be the most probable type of attack since it is frequently used and requires less computational resources and 
training data.

Four different variations of fine-tuning procedures: 

Fine-Tune Last Layer (FTLL): Update the parameters of the last layer only. In this setting we freeze the parameters in all the layers 
except in the output layer. One can think of this setting as if the model outputs a new representation of the input features and we fine-
tune only the output layer.

Fine-Tune All Layers (FTAL): Update all the layers of the model.
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Re-Train Last Layers (RTLL): Initialize the parameters of the output layer with random weights and only update them. In this 
setting, we freeze the parameters in all the layers except for the output layer. The motivation behind this approach is to 
investigate the robustness of the watermarked model under noisy conditions. This can alternatively be seen as changing the 
model to classify for a different set of output labels.

Re-Train All Layers (RTAL): Initialize the parameters of the output layer with random weights and update the parameters in 
all the layers of the network.
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Figure presents the results for both the PRETRAINED and FROMSCRATCH models over the test set and trigger set, after 
applying these four different finetuning techniques.
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Classification accuracy on the test set and

trigger set for CIFAR-10 (top) and CIFAR-100 
(bottom) using different fine-tuning techniques. 
For example, in the bottom right bars we can 
see that the PRE-TRAINED model (green) 
suffers a dramatic decrease in

the results comparing the baseline (bottom left) 
using the RTAL technique.



Ownership Piracy
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Figure summarizes the results on the test set, TSNEW and 
TS-ORIG. We report results for both the FTAL and RTAL 
methods together with the baseline results of no fine tuning 
at all (we did not report here the results of FTLL and RTLL 
since those can be considered as the easy cases in our 
setting). The red bars refer to the model with no fine tuning, 
the yellow bars refer to the FTAL method and the blue bars 
refer to RTAL. The results suggest that the original trigger 
set, TSORIG, is still embedded in the model (as is 
demonstrated in the right columns) and that the accuracy of 
classifying it even improves after fine-tuning. This may imply 
that the model embeds the trigger set in a way that is close 
to the training data distribution. However, in the new trigger 
set, TS-NEW, we see a significant drop in the accuracy. 
Notice, we can consider embedding TS-NEW as embedding 
a watermark using the PRETRAINED approach. Hence, this 
accuracy drop of TSNEW is not surprising and goes in hand 
with the results we observed in the last figure.



Transfer Learning

In transfer learning we would like to use knowledge gained while solving one problem and apply it to a different 
problem. For example, we use a trained model on one dataset (source dataset) and fine-tune it on a new dataset 
(target dataset). For that purpose, we fine-tuned the FROMSCRATCH model (which was trained on either CIFAR-10 
or CIFAR-100), for another 20 epochs using the labeled part of the STL-10 dataset.
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Table summarizes the classification accuracy on 
the test set of STL-10 and the trigger set after 
transferring from CIFAR-10 and CIFAR-100.



ImageNet - Large Scale Visual Recognition Dataset

Table summarizes the results for the functionality preserving tests. We can see 
from Table that both models, with and without watermark, achieve roughly the

same accuracy in terms of Prec@1 and Prec@5, while the model without the 
watermark attains 0% on the trigger set and the watermarked model attain 100% 
on the same set.
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In Table, we report the results of transfer learning from ImageNet to ImageNet, 
those can be considered as FTAL, and from ImageNet to CIFAR-10, can be 
considered as RTAL or transfer learning.
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Experiment of Watermarking DNN by Backdooring 
Appropriate Radius to Certify(A trade off between a sufficient threat model
and a necessary threat model.)

)
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Experiment of Watermarking DNN by Backdooring 
Watermark Certificate Evaluation

36



Experiment of Watermarking DNN by Backdooring 
Watermark Certificate Evaluation
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Experiment of Watermarking DNN by Backdooring 
Empirical Watermark Persistence Evaluation
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