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based Methods

Neil Gong



Graphs are Ubiquitous
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Graph-based Security Applications

ieMell Proprietary O:()((/;ﬂ} Ground Truth
zie Mellon Formula “\{ 7=7 Database
Q NetPrObe bl Computes machine Labels known-good &

~ Inspect user for suspicious networks.  Go i reputation

known-bad files

N Anonymous
File Reports
60TB+ data from
54881 millions of worldwide
Norton Community

9

Watch program g
participants _o_, g
-

g

g. Ebk Builds graph

F oErrroor <Of

BEEEEE The Polonium
L1 1] Algorithm
» T Iteratively computes
% . . . . and improves labels
g . for unknown files
. Machine-File
v : Bipartite Graph
< > 48M machines
° 900M files
' allsher egistration: Aug-1306 Location: United States 378 edges
Outputs final labels for
Fraudsters: 95%  Suspected fraudster - this user has been unknown files
behaving much like the other suspects
Hooesle B % by trading with the similar sets of i‘ i i i i .

possible accomplices.

Malicious user detection Fraud detection i o
in social networks raud detection in Malware detection in

online auction network machine-file graph



Node Classification

* Conventional methods
= Random Walk (RW)
» Loopy Belief Propagation (LBP)
" Linearized Loopy Belief Propagation (LinLBP)

" .. Judea Pearl

2011 ACM Turing Award
* Graph Neural Network

= Graph Convolutional Network (GCN)
= Graph Attention Network (GAT)
= GraphSAGE



Node Classification

* Input
= Undirected (or directed) graph
= Node/edge features (optional)
" Training set
Labeled positive nodes (+)
Labeled negative nodes (-)

* Output
= Estimate labels of unlabeled nodes (?) simultaneously



Attacks to Graph-based Classification



Attacks to Graph-based Classification

* Threat Model g_ Q
= Attacker’s knowledge \ /
= Attacker’s capability Q /B
= Attacker’s goal Q Ty — =

= Attacker’s target nodes (malicious) are misclassified as normal users



Attacker’s Knowledge

* Imagine you are a malicious user in social network (e.g., Facebook)
= Facebook leverages graph-based classification method to detect malicious users

* Whether knowing Complete Graph
* Whether knowing Training Dataset

* Whether knowing Model Parameters



Attacker’s Capability

 Way 1: Modify the target node’s features
= A malicious user can modify his profile so as to resemble benign user’s

* Way 2: Modify the target node’s local structure (add/delete edges)
= A malicious user can buy followers or unfollow users

* Way 3:Modify both target node’s features and local structure
= A malicious user can modify both his profile and buy followers/unfollow users



Attack Strategy

e Random attack

Random add/remove edges between
target node and other nodes.
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Attack Strategy

e Delete-Add attack

First delete edges between
target node and its connected
positive nodes

Then add edges between
target node and random
selected negative nodes



Formulating Attacks as Optimization Problems

» Attacker’s knowledge: Compete graph, training set, model parameters
» Attacker’s capability: modify target nodes’ local structure
e Attacker’s goal: misclassify attacker’s target nodes (FNR=1)

mBln Z BuyCu, = Minimize total cost on all pairs of nodes
u,veV,u<v
s.t. FNR =1, - Misclassify attacker’s target nodes

By € {07 1}7 for u,v € V,— B,,,, binary variable
ZBUU <K, foruelV,
(9

—p Maximum number of modified edges

Adversarial matrix B: B,,;, = 1 means modifying the connection status between v and v
Cost matrix C: C,,,, is the cost of modifying the connection status between u and v



Optimization-based Attack vs. Heuristic Attacks

Dataset No attack | Random attack | Del-Add attack | Our attack
FNR FNR FNR FNR
Facebook 0 0.02 0.43 0.94
Enron 0 0.03 0.76 1.00
Epinions 0 0.02 0.63 0.99
Twitter 0 0.02 0.43 0.88




Attacks to Different Methods

Method GCN LINE RW LBP JWP LinLBP Time
No attack 0.05 0.01 0.03 0.01 0 0 0 sec

Nettack 0.64 0.58 0.33 0.28 0.13 0.22 9 hrs
Our attack 0.54 0.85 0.92 0.92 0.93 0.94 10 secs




